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Abstract

In the �rst part of this work we give analytic techniques to get an explicit lower bound

for the Lebesgue measure of stochastic parameters for the real quadratic family of one-

dimensional maps. We then �nd some optimized relations between the constants that are

being used in the mentioned analytic proof of positiveness of the measure of the set of

stochastic parameters. In the second part we consider systems of nonlinear third-order

di�erential equations depending on a small parameter such that the unperturbed system

has R3 as a manifold of periodic solutions. We obtain a displacement function for the

system in two cases. At �rst case we give some su�cient conditions under which some of

the periodic solutions to persist after small perturbation. At the second case we reduce

the dimension of displacement function to a lower dimension.
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Chapter 1

Introduction

1.0.1 Introduction

The real quadratic family of one-dimensional maps fa : R→ R given by

fa(x) = a− x2

where x, a ∈ R, is perhaps one of the most intensively studied family of dynamical systems

which exhibits an incredibly rich variety of dynamical behaviour and a complex pattern

of bifurcations. We remind that a probability measure µ on M is invariant under f if

µ(f−1(A)) = µ(A) for every µ - measurable set A ⊂ M . And we say that µ is ergodic

if there does not exist a measurable set A with f−1(A) = A and µ(A) ∈ (0, 1) In other

words, any fully invariant set A, i.e. a set for which f−1(A) = A , has either zero or full

measure.The measure µ is absolutely continuous with respect to m if m(A) = 0 implies

µ(A) = 0 for every measurable set A ⊂M .

De�nition 1.0.1. For a ∈ [−1/4, 2], we say that fa exhibits regular dynamics if there
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exists a unique periodic orbit which attracts Lebesgue almost every x ∈ I.

De�nition 1.0.2. We say that fa exhibits stochastic dynamics if it admits a unique

ergodic invariant probability measure µ which is absolutely continuous with respect to

Lebesgue.

While lots of questions remain open, it is known that for Lebesgue almost every

parameter a ∈ R, the dynamics is either regular or stochastic [24] . Moreover it was proved

that the set of parameters corresponding to regular dynamics is open and dense [13, 23],

whereas that corresponding to stochastic dynamics is nowhere dense and contained in the

interval

Ω := [1.4, 2].

In particular, all parameters outside Ω are regular. We let

Ω+ := {a ∈ Ω : fa is stochastic} and Ω− := {a ∈ Ω : fa is regular}

denote the set of stochastic and regular parameters in Ω. For the �rst time Ulam and

von Neumann showed that the parameter a = 2, exhibits stochastic behaviour and so the

set of stochastic parameters is not empty. So far this is still the only explicit parameter

known to be stochastic. Moreover, later Jakobson proved that the set of parameters

corresponding to stochastic dynamics has positive measure in parameter space. Since the

set of regular parameters is open it also has positive measure and so a natural question,

which has been open for more than thirty years, regards the relative probability of the

sets Ω+ and Ω−.

This has turned out to be a very di�cult problem and there seems to be no heuristic

arguments to even take any kind of educated guess. Numerical calculations performed
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rigorously in [39], and showing remarkable agreement with much earlier non-rigorous cal-

culations of [33], have proved that for the logistic family regular parameters account for at

least 10% of the corresponding relevant parameter interval. It seems likely that analogous

calculations should lead to an explicit lower bound of the same order of magnitude. Let

| · | denote Lebesgue measure.

In a recent work by Golmakani, Luzzatto and Pilarczyke [5] they could �nd a formula

that gives a lower bound η for the proportion of stochastic parameters in every small

parameter interval Ω ⊂ [1.4, 2]. This formula outputs η as a function of a number of con-

stants which depend on the parameter interval under consideration. These constants can

be rigorously computed and are required to satisfy a certain number of formal constraints

for the formula to work.

In this work we �nd some relations for the constants that are used to �nd the formula

which has been gotten in their work. Indeed to �nd this formula they used a set of con-

stants and conditions to prove that the set of stochastic parameters has positive measure.

However to apply this formula for every subset of parameters inside Ω it is necessary to

get an optimistic relation between these constants and conditions.

Before we end this section we give some more explanations about the stochastic dynam-

ics and also mention some recent works regarding the explicit lower bound of stochastic

dynamics in the real quadratic family.

1.0.2 Stochastic Dynamics

It is known that a su�cient condition for fa to be stochastic is that its derivative along

the critical orbit tends to in�nity. In this work we shall construct a set Ω∗ ⊂ Ω with the

property that

|(fna )′(c0)| ≥ eλ̃n
β
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for some constant λ̃, β > 0 and all n ≥ 1, where c0 = c0(a) = fa(c) denotes the critical

value for fa. In particular, all parameters in Ω∗ are stochastic, i.e. Ω∗ ⊆ Ω+. We shall

then estimate the measure of Ω∗ in terms of certain computable quantities related to the

family {fa}a∈Ω.

In spite of the fact that regular dynamics is �typical� from a topological point of view,

it turns out that Ω− does not have full measure in Ω and thus its complement is not

negligible. More recently Lyubich [24] proved that Lebesgue almost every a ∈ R is either

regular or stochastic.

Jakobson's Theorem that stochastic parameters have positive Lebesgue measure is, on

the other hand, much more �robust�, and over the years, this remarkable result has been

extended and generalised a number of times to more general families, including families of

maps with discontinuities, in�nite derivatives or even an in�nite number of critical points

[6, 8, 12, 16, 21, 29, 31, 32, 35, 37]. We emphasize however that Jakobson's original The-

orem and its generalizations mentioned above are based on a �perturbative� argument,

showing that a su�ciently small neighbourhood of a �particularly good� stochastic param-

eter value itself must contain a positive Lebesgue measure of stochastic parameters. None

of these papers give any quantitative estimates on the size of the neighbourhood or on

the speci�c Lebesgue measure of the set of stochastic parameters, though most of them

yield asymptotic estimates which show that the chosen good parameter is a Lebesgue

density point of stochastic parameters and, in the case of [37], even some estimate on

the asymptotic rate of convergence of the measure to full measure as the neighbourhood

shrinks.
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1.0.3 Explicit estimates for the probability of stochastic dynamics

It may seem that leading to explicit bounds for the measure of stochastic parameters, is

simply a technical question of keeping track of the constants, this is in fact not at all the

case.

First of all there is the key issue of assuming the existence of a �good� parameter

value in the chosen parameter interval Ω. Apart from the very exceptional case of the

parameter value a = 2 there are so far no other explicitly known stochastic parameter

values. Certain similarly exceptional parameters in which the critical point is pre-periodic

with low period could in principle also be calculated explicitly [30], but in general it is

essentially undecidable, both from a practical as well as a theoretical point of view [1], if

a given parameter is stochastic or even if a given interval of parameter values Ω contains

a stochastic parameter.

Secondly, even assuming the existence of a good parameter value, explicit estimates

such as the size of the neighbourhood Ω in which the �parameter exclusion� argument

can be carried out and the �nal estimate on the proportion of stochastic parameters,

depend, as we shall below, on several quite non trivial quantitative characteristics which

are required to hold uniformly in Ω. Knowing the values of these characteristics for a

reference parameter in Ω is not necessarily su�cient to estimate the size of the parameter

neighbourhood in which they would continue to hold.

These observations indicate that, while the basic structure of an inductive parameter

exclusion argument, which is common to all the versions of these results, can still be ap-

plied, new ideas need to be developed in order to apply the argument to general parameter

intervals and to obtain explicit measure bounds. We give here a very brief overview of

these ideas and discuss them more in detail at relevant parts of the proof.

The �rst paper to set up an explicit �quantitative� parameter exclusion argument is
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Jakobsons paper [15]. The �rst explicit lower bound for the probability of stochastic

parameters was obtained in [22] where it was proved that |Ω+| ≥ 10−5000. More recently

this estimate has been improved in two as yet unpublished works: [14] where an estimate

of |Ω+| ≥ 10−22 was obtained, and in [34] where an estimate of |Ω+| ≥ 3.89 × 10−5 was

obtained. The present work is the �rst that approaches the problem with a systematic

combination of analytic and numerical techniques in order to achieve some good global

bounds.
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Chapter 2

Preliminary

2.0.1 Preliminary

As we introduced in previous chapter, we consider the real quadratic family of one-

dimensional maps fa : R→ R given by

fa(x) = a− x2

where x, a ∈ R .

To motivate and provide a context for our results, in this part , we give a brief

description of some well known properties of this map.

2.0.2 Dynamic of Quadratic family

It is clear that the map fa has two �xed points, q = qa = −1+
√

1+4x2

2
≥ pa = p = −1−

√
1+4x2

2

(which coincide for a = −1/4 and are distinct for all a > −1/4), and letting I = [p,−p]

(notice that p < 0 for all a ≥ −1/4). We remark �rst of all that the dynamics outside the
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parameter interval [−1/4, 2] is particularly �simple�. Indeed, it is quite easy to see that

for a < −1/4 we have fa(x) → −∞ for all x ∈ R, and less trivial but well known, that

for a > 2 we have that fa(x) → −∞ for all x ∈ R except for a zero Lebesgue measure

Cantor set of points on which fa is topologically conjugate to a full shift on two symbols,

see e.g. [11].

On the other hand, for every a ∈ [−1/4, 2] there exists an interval I = Ia such that

fa(I) ⊆ I and such that fa(x) → −∞ for all x /∈ I. As mensioned abow this interval

can be given quite explicitly by noticing that for all a ≥ −1/4 the map fa has two �xed

q = qa ≥ pa = p , and letting I = Ia = [p,−p] (notice that p < 0 for all a ≥ −1/4). Thus,

for parameters a ∈ [−1/4, 2], non trivial dynamics may occur in the interval I. From

now on we restrict our attention to this range of parameters and for simplicity, when

discussing the dynamics of the map fa, we will always implicity refer to fa restricted to

the corresponding interval I. In this range of parameters we can give the following formal

de�nition.

So by de�nition of Regular parameters every a ∈ [−1/4, 3/4) is clearly periodic since

we have |(fa)′(q)| < 1 and thus the �xed point q is attracting, and, it is easy to show

that fn(x) → q for all x ∈ I. At a = a1 = 3/4, the family exhibits the �rst period

doubling bifurcation where the �xed point q loses its stability and thus becomes a repelling

�xed point, since |(fa)′(q)| > 1 for all a > 3/4 and a new global attractor appears as

a new attracting periodic orbit of period 2 which attracts every x ∈ I except for the

preimages of the two repelling �xed points p, q. A second period doubling bifurcation

occurs at a2 = 5/4 where this periodic orbit loses its stability and a new attracting

periodic orbit of period 4 appears, and attracts every point in the interval I except

for the preimages of the repelling �xed and periodic orbits. Further period doubling

bifurcations occur at parameter values a3 ≈ 1.368..., a4 = 1.394..., a5 ≈ 1.399..., giving
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rise to the so-called in�nite cascade of period doubling bifurcations a1, a2, a3.... which was

�rst systematically studied by Feigenbaum in the 1970's. This sequence of parameters

has some remarkable properties, many of which were initially conjectured by Feigenbaum,

we refer the interested reader to [11, 10] for further information. For our purposes we

just mention that the sequence of period doubling bifurcations an is monotone increasing

and bounded above and satis�es limn→∞ an = a∞ ≈ 1.4011... This discussion implies

that all parameters a /∈ Ω := [1.4, 2] are regular parameters and it is therefore su�cient

to restrict our attention to the interval Ω. Simple numerical studies produce the so-

called bifurcation diagram which shows (a numerical approximation of) the �asymptotic�

distribution in phase space of some chosen initial condition, see Figure 2.0.2. This clearly

Figure 2.1: Bifurcation diagram for the quadratic family

shows the existence of a unique �xed point for smaller values of the parameter a, and the

�rst few period doubling bifurcations as a is increased. As a approaches the limiting value

a∞ the limited resolution of the picture makes it hard to identify the attracting periodic

orbit which has very high period. Similarly, apart from a small number of parameter

�windows� in Ω in which an attracting periodic orbit of low period is clearly visible, it is

9



essentially impossible to establish in any immediate or naive way the precise dynamics of

any given parameter value. Indeed, numerical simulations for most parameter values in

Ω indicate a very unpredictable or random-like behaviour, also sometimes referred to as

chaotic behaviour, which has led to referring to the parameter a∞ as the onset of chaos.

The situation is in fact even more complicated and subtle that it �rst appears due to

the remarkable fact Ω− is open and dense in Ω. [13, 23], i.e. that periodic behaviour is

typical from a topological point of view. More recently several extensions of this result

have appeared showing that in fact regular dynamics is open and dense in essentially

any reasonable topology in the space of all su�ciently smooth one-dimensional dynamical

systems [17, 18, 19]
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Chapter 3

Constants and conditions

3.1 Constants and conditions

We introduce and formulate now series of constants and conditions for the family of

maps {fa}, in terms of the primitive constants stated above. Before to continue we �rst

introduce some constants, notations and de�nitions.

3.1.1 Some Constants

We assume that the set of independent variables

V = {Ω, δ, δ+, α, β, ν, γ}

is �xed (we include the choice of the dynamical parameter interval Ω) and satis�es the

following property

0 < ν < α < β < 1, γ ∈ [
1

2
, 1). (P1)

11



We also assume that we have a set of primitive positive constants

C = {N0, N,Γ, λ, λ̃,P1,P2,B, {γi}∞i=1}.

Let

µδ := (ln
1

δ
)

1
α , µδ+ := (ln

1

δ+
)

1
α , ν ′ := 1 + integer part of (

2

ν
)

and

η := exp(− ν ′!

(1− e(γ−1)µνδ )(1− γ)ν′µδ
) (3.1.1)

We assume without loss of generality that µδ, µδ+ are integers and note that η ∈ (0, 1). We

de�ne below dynamical hypotheses H based on dynamics of {fa}, and a formal conditions

F on the elements of V and C.

3.1.2 Notations

For a given parameter a and point x ∈ (−δ+, δ+), we let x0 = x0(a) = fa(x), xn =

xn(a) = fna (x0). We shall de�ne for n ∈ N ∪ {0}, a map

cn : Ω→ [−2, 2]

by

cn(a) := fna (c0).

where c0 is the critical value. Also, for a parameter interval ω ⊆ Ω, we let ωn = cn(ω) =

{cn(a); a ∈ ω}. Then we consider

∆+
i (a) = f ia(∆

+
0 (a)) = f i+1

a (∆+) and |∆+
i | := the length of the interval ∆+

i .
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Whereas most of the constants are not exactly computable, but they are required to satisfy

some lower and upper bounds, we use the notations ” :≥ ” and ” :≤ ”. The notation :≥

is used to denote the fact that the constant on the left is required to be an upper bound

for the expression on the right. Similarly for :≤.

3.1.3 Dynamical hypothesis

We treat maps characterized by the following dynamically hypotheses. An important

observation is that the hypotheses below are at all, at least in principle, rigorously veri�-

able by computational methods and algorithms. Another way of saying this is that they

are essentially "computable". We start by assuming some uniform expansivity estimates

outside the critical neighborhood ∆, i.e.:

Hypothesis 3.1.1. For all a ∈ Ω, x ∈ I and n ≥ 1 with x, fa(x), ..., fn−1
a (x) /∈ ∆ we

have:

|(fna )′(x)| ≥

 Γeλn, if fna (x) ∈ ∆+

eλn, if fna (x) ∈ ∆ and/or if x ∈ fa(∆+)
, (H1)

Our �rst assumption says that some uniform expansivity estimates hold for a su�-

ciently large region of the phase space for all parameter values. It is not immediately

obvious that this assumption can be even in theory veri�ed in a �nite time, but it is

indeed the case.

Hypothesis 3.1.2.

fka (∆) ∩∆ = ∅ ∀a ∈ Ω , ∀k < N0 and |cN0(Ω)| ≥ δ+ (H2)

|ci(a)| ≥ min{δ, e−iα} for all a ∈ Ω and for all i = 0, ..., N0; (3.1.2)

13



Hypothesis 3.1.3.

P1 ≤ inf
a∈Ω

min{ min
1≤k≤N

{|1+
k∑
i=1

1

(f ia)
′(c0)
|}, |1+

N∑
i=1

1

(f ia)
′(c0)
|−

∞∑
m

((j+1)b−jb)( 1

eλ̃
)j} (H3)

Hypothesis 3.1.4.

P2 ≥ sup
a∈Ω

max{ max
1≤k≤N

{|1+
k∑
i=1

1

(f ia)
′(c0)
|}, |1+

N∑
i=1

1

(f ia)
′(c0)
|+

∞∑
m

((j+1)b−jb)( 1

eλ̃
)j} (H4)

We observe, directly from the previous two hypotheses, that P2 > P1. We note that

choosing N large makes the ratio P1

P2
close to 1 which is useful as this ratio enters the

distortion constant and estimating the excluded parameter set.

Hypothesis 3.1.5. γi ≥ supa∈Ω
|∆+
i (a)|
|ci(a)| if 0 ≤ i < N0

γi = 1
i2
, if i ≥ N0

(H5)

We shall see that this sequence is used to de�ne binding period.

Hypothesis 3.1.6.

B ≥ exp(sup
a∈Ω

N0−1∑
i=0

log(
|∆+

i (a)|+ |ci(a)|
|ci(a)|

) +
1

2
(

1

N0 − 1
+

1

N0

)) (H6)

The constant B bounds the distortion of |(fka )′(x)| for the times k during binding

period of x, see Lemma 6.1.2.
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3.1.4 Formal conditions

An important part of the assumptions of our main Theorem is that the primitive constants

used to formulate the hypotheses stated above, should satisfy some formal constraints.

Condition 3.1.1.

Γ ≤ 1, 0 < λ̃ <
2β4

β
1−β

α + 2β4
β

1−β
λ. (F1)

We note that here λ̃ < 2β4
β

1−β

α+2β4
β

1−β
λ will be useful in the argument of Lemma 7.1.3.

Condition 3.1.2.
(N0 − 1)2e−λ̃

2B
≥ 1. (F2)

This is a very soft condition which will be used in the proof of lemma 6.1.3. Indeed,

choosing small values of δ+ leads to have big values for N0 and then this condition become

true.

Condition 3.1.3.

µ
(β−α)( 1

β
−1)

δ+ ≥ λ

1− γ
(
2

λ̃
)

1
β . (F3)

This condition appears in the proof of lemmas 6.1.3, 7.1.1 and 7.1.3.

Condition 3.1.4.

γµαδ+ −
2α

β
lnµδ+ − (

2

λ̃
)
α
β µ

α2

β

δ+ ≥
2

β
ln(

2

λ̃
). (F4)

(F4) used in the argument of the proof of lemma 6.1.4.

Condition 3.1.5.

(1− γ)µαδ+ + ln
2

B2e2α
− λ(µδ+ + (

2

λ̃
)

1
βµ

α
β

δ+ + 1)β + λµβδ+ − ln Γ ≥ 0. (F5)
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This condition is used in the argument of the proof of Lemma 7.1.1.

Condition 3.1.6.

λµβδ − µ
α
δ − λ̃(µδ + 1)β + ln

2

B
≥ 0, (F6)

This condition is used in the proof of Lemma 7.1.3.

Condition 3.1.7.
2

e2α
(
P2B
P1

)2 ≤ e(1−γ)µα
δ+ (F7)

Condition 3.1.8.

3 + ν(1− γ)µνδ − α(1− γ)µαδ ≤ α. (F8)

This condition is used in the argument of the proof of Proposition 4.1.2. This condition

gives us B2 > 1 which is used in the proof of Lemmas 8.1.4 and 9.1.2.

The statement of the last two formal conditions requires de�ning a principle constant

D which is called bounded uniform distortion. But to do this we need to de�ne some

auxiliary constants as follows. First of all, we let

B1 = B1(P1,P2,B, γ, α) :>
2

e2α
(
P1

P2B2
)e(1−γ)µα

δ+ , (3.1.3)

B2 = B2(P1,P2,B1) :>
P1

P2

B1 (3.1.4)

which appears in the statement of Proposition 6.1.1. In the following, the constants Di,

1 ≤ i ≤ 7, are �xed which are usable in the context of Section 8.1. The �rst one is

D1 = D1(D2,D3) := D2 +D3 (3.1.5)
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where D2 and D3 are de�ned as:

D2 = D2(P1,P2, λ) =
eP2

P1(1− e−λ)
, (3.1.6)

D3 = D3(P1,P2,B, {γi}) := 4e
P2B2

P1

(

N0−1∑
0

γs
1− γs

+
1

2
(

1

N0 − 1
+

1

N0

)). (3.1.7)

The next two are

D4 = D4(B2) :=
B2

B2 − 1
and D5 = D5(α) := 2(e2α − 1), (3.1.8)

which both appear in the context of Lemma 8.1.4. The last two are

D6 = D6(δ+) :=
1

2
(

1

µδ+ − 1
+

1

µδ+

) (3.1.9)

D7 = D7(D1,D4,D5,D6) := D1D4D5D6 (3.1.10)

used in the proof of Lemma 8.1.5. At the end of Section 8.1 we will see that all these

constants lead to the de�nition of the principle constant

D = D(P1,P2,Γ,D2,D7, λ) :=
P1

P2

exp(D7 +
e−λ−1

Γ
D2), (3.1.11)

where D is the global distortion bound, see proposition 8.1.1. Finally we formulate the

last two formal conditions as following.

Condition 3.1.9.

δ+ − δ ≥ 2De−µαδ +(1−γ)µνδ . (F9)
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(F9) gives a relation between δ and δ+ which appears in the argument of Lemma

9.1.2.

Condition 3.1.10.

ln(
De2α

α
(
P2B
P1

)2) + (γ − 1)µαδ + (3− α) lnµδ + (1− γ)µνδ ≤ 0. (F10)

which is used to complete the proof of Proposition 4.1.2.
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Chapter 4

Combinatorics and strategy of the proof

4.1 Combinatorics and strategy of the proof

The proof of main theorem is a probabilistic argument which consists of a combinatorial

construction on which we carry out some analytic estimates. In this section we give the

complete combinatorial construction and state precisely the required analytic estimates

by them our main theorem followed. The remaining sections are devoted to the analytic

estimates.

4.1.1 Partition of the critical neighborhood

For all integers µ > 0 the intervals

Iµ = [e−µ
α

, e−(µ−1)α) and I−µ = −Iµ.
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are de�ned. Without loss of generality let

∆ = {0} ∪
⋃
|µ|>µδ

Iµ and ∆+ = {0} ∪
⋃

|µ|>µδ+

Iµ.

We further subdivide each Iµ into µ2 subintervals Iµ,m, for m = 1, ..., µ2, of equal length

lµ :=
e−(µ−1)α − e−µα

µ2

This de�nes partitions I, I+ of ∆ and ∆+ consisting of intervals of the form Iµ,m. We

also let

Îµ,m = ILµ,m ∪ Iµ,m ∪ IRµ,m

where ILµ,m and IRµ,m are the left and right adjacent elements to Iµ,m respectively. If Iµ,m

happens to be far left or far right subintervals of I+, then we put

ILµ,m = (−δ+ − P2e
−λ

P1Γ
d,−δ+] and IRµ,m = [δ+, δ+ +

P2e
−λ

P1Γ
d)

respectively, where d is used as short writing and de�ned as following:

d :≥ 2De−µαδ +(1−γ)µνδ , (4.1.1)
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4.1.2 The binding period

For a given parameter value a ∈ Ω and point x ∈ ∆+, we de�ne the binding period1

p(x) := pa(x) := max{k : |ci − xi| ≤ |ci|/i2 ∀ 1 ≤ i ≤ k − 1}. (4.1.2)

For any given integer µ ≥ µδ+ we can compute

pµ := min{pa(e−(µ−1)α) : a ∈ Ω}.

Notice that e−(µ−1)α is the boundary point of Iµ furthest from the critical point and so

has the shortest binding period of any point in Iµ and therefore for any a ∈ Ω and any

x ∈ Iµ with µ ≥ µδ+ we have pa(x) ≥ pµ. Moreover, pµ → ∞ monotonically as µ → ∞.

For an interval J ⊆ ∆+ \ {0}, ω ⊂ Ω, and a ∈ ω we let

pa(J) := min
x∈J
{pa(x)} pω(J) := min

a∈ω
{pa(J)}

and for an interval ω ⊂ Ω and an integer k ≥ 0 such that ωk ⊆ ∆+, we let

p(ωk) := min
a∈ω
{p(ck(a))}. (4.1.3)

Notice that for p = p(x) we have |cp − xp| > γp|cp|.

1The notion of binding period was introduced and systematically exploited by Benedicks and Carleson
in [6].
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4.1.3 Inductive assumptions

We �x once and for all some positive integer n ≥ 1 and assume that there exists a nested

sequence of sets

Ω(n−1) ⊆ · · · ⊆ Ω(N0) = · · · = Ω(0) = Ω

and a corresponding sequence

P(n−1) � · · · � P(N0) = · · · = P(0) = {Ω(0)},

where for each 0 ≤ k ≤ n − 1, P(k) is a partition of Ω(k) into subintervals and � means

that P(k) is a re�nement of P(k−1) in the sense that for every ω(k) ∈ P(k) there exists

an ω(k−1) ∈ P(k−1) such that ω(k) ⊆ ω(k−1). Moreover, there exists s = s(ω(k)) ≥ 0, a

sequence of return times {rj}sj=0 with

r0 := 0 < µδ < N0 ≤ r1 < ... < rs ≤ k (4.1.4)

and corresponding sequences of return depths {(µj,mj)}sj=1, binding times {pj}sj=0, with

p0 := −1 and, for j = 1, ..., s, pj = p(ω
(k)
rj ), see (4.1.3), binding periods [rj + 1, rj + pj],

such that rj + pj < rj+1 for every j = 0, ..., s− 1, ω(k)
rj ⊂ Îµj ,mj and

rj ≥ µj > µδ+ (4.1.5)

for every j = 1, ..., s, and ω(k)
i ∩∆ = ∅ for all i /∈

⋃s
j=1[rj, rj +pj]. This is the inductive

description of the combinatorial structure.
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4.1.4 General inductive step

We now explain how to construct the set Ω(n) and the corresponding partition P(n).

The inductive assumption on the combinatorial structure at time n will be an automatic

consequence of the construction, whereas the other conditions are non trivial consequences

and will be proved in later sections. We will carry out the construction on each element

ω = ω(n−1) ∈ P(n−1) independently. Recall that ωn = {cn(a) : a ∈ ω} is the �image� of ω

in phase space at time n. We distinguish two cases.

Case 1 (non-chopping time):

We say that n is a non-chopping time for ω = ω(n−1) if one of the following situations

occur:

1. n ≤ rs + ps,

2. n > rs + ps and ωn ∩∆+ = ∅,

3. n > rs + ps and ωn ∩∆+ 6= ∅ but ωn does not contain a full interval Iµ,m ∈ I.

If n is a non-chopping time for ω = ω(n−1), then we let ω ⊂ Ω(n), i.e. we do not exclude

any parameter in ω, and we let ω = ω(n) ∈ P(n), i.e. we do not re�ne this particular

element of the partition P(n−1). Also, ω = ω(n) inherits the sequence of returns, return

depths and binding times of ω = ω(n−1). In cases 1 and 2 no additional return times or

return depths or binding times are associated to ω so that n is not a return time for ω.

In case 3, we distinguish two further sub cases.

(3a) ωn \∆+ 6= ∅,

(3b) ωn ⊂ ∆+.
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Case (3a) means that ωn is not completely contained in ∆+ and thus, combined with the

assumption that ωn does not contain a full interval Iµ,m ∈ I it means that ωn only "just"

intersects ∆+ in one of the two extreme subintervals of I in ∆+. In this case, we also

do not regard ω as having had a return, and do not add the iterate n to the sequence

of returns. On the other hand, in case (3b) we do add the iterate n to the sequence of

returns, so that ω now has a new sequence of return times N0 < r1 < · · · < rs < rs+1 := n

where the �rst s returns are those associated to ω = ω(n−1) ∈ P(n−1) and rs+1 = n is the

new return time representing the fact that ωn returns to ∆+ at time n. By assumption

ωn does not contain a full interval Iµ,m and therefore is necessarily contained in the union

Îµ,m of three (in fact two) adjacent such intervals. We therefore add the index (µs+1,ms+1)

corresponding to one of these two intervals (it doesn't matter which one) to the list of

return depths and we thus have ωn = ωrs+1 ⊆ Îµs+1,ms+1 . Finally we de�ne the associated

binding time as ps+1 := p(ωrs+1).

Case 2 (chopping time):

We say that n is a chopping time for ω = ω(n−1) if

(4) n > rs + ps and ωn ∩∆+ 6= ∅ and ωn contains at least a full interval Iµ,m ∈ I.

If n is a chopping time for ω = ω(n−1) then we proceed as follows. Chop ω (or more

precisely c−1
n (ωn\{c}) if ωn intersects the critical point) into a possibly countable collection

of disjoint subintervals:

ω = ω− ∪
⋃

(µ,m)

ω(µ,m) ∪ ω+ (4.1.6)

such that ω±n are components of ωn \∆+ with |ω±n | ≥ δ+ (if such components exist) and

{(µ,m)} is some collection of indices corresponding to intervals Iµ,m ∈ I (with |µ| > µδ+)
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such that for each such (µ,m) we have

Iµ,m ⊆ ω(µ,m)
n ⊆ Îµ,m.

Notice that one or both components ω±n of ωn\∆+ may of course not satisfy the condition

|ω±n | ≥ δ+. In this case we �glue� them to their adjacent interval and continue to denote

this enlarged interval by ω(µ,m) with µ = µδ+ .

All intervals inherit the sequence of returns, return depths and binding periods associ-

ated to the �parent interval� ω. For intervals of the form ω+ or ω− no new combinatorial

information is added and in particular they are not considered to have a "return" at

time n. On the other hand, for the intervals of the form ω(µ,m) we de�ne a new return

time rs+1 = n, a new return depth (µs+1,ms+1) = (µ,m), and a new binding period

ps+1 := p(ω
(µ,m)
n ).

Parameter exclusions

On the basis of the various cases mentioned above, we are now ready to decide which

parameters to exclude at step n of the construction. More formally, as mentioned above,

if n is a non-chopping time for ω, then we do not exclude any parameters and simply let

ω ⊆ Ω(n) and P(n)|ω = {ω}. If n is instead a chopping time, we carry out the subdivision

procedure described above and exclude all parameters which intersect the prohibited

neighborhood of the critical point. More formally, we let

Ω(n)|ω := ω− ∪ ω+ ∪ {a : a ∈ ω(µ,m) with ω(µ,m) ∩ (−e−nα , e−nα) = ∅} (4.1.7)
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and let

P(n)|ω = {ω−} ∪ {ω+} ∪ {ω(µ,m) : ω(µ,m) ∩ (−e−nα , e−nα) = ∅}.

Repeating the construction above for each ω(n−1), distinguishing whether n is a chopping

or non-chopping time for ω(n−1), we obtain the full set Ω(n) and the corresponding partition

P(n). This completes the construction of Ω(n) and P(n).

4.1.5 The set Ω∗

Now we de�ne a set Ω∗ ⊆ Ω as

Ω∗ =
n⋂

Ω(n), (4.1.8)

where ... ⊆ Ω(n) ⊆ Ω(n−1) ⊆ ... ⊆ Ω(0) = Ω is a nested sequence of subsets of the chosen

parameter interval Ω. We will then prove, by two separate argument that every a ∈ Ω∗

is stochastic and that |Ω∗| ≥ η|Ω|. More precisely, we will prove the following two results

Proposition 4.1.1. For any n ≥ 1 and any a ∈ Ω(n) we have

|(fna )′(fa(c))| ≥ eλ̃n
β

.

To give the statement of the second proposition we introduce the following sequence.

αn = αn(ν) :=

 0, if n ≤ µδ

e(γ−1)nν , if n > µδ
(4.1.9)

Indeed, this de�nes an upper bound on the excluded parameters mentioned in the previous

part.
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Proposition 4.1.2. For all n ≥ 1 we have

|Ω(n−1) \ Ω(n)| ≤ αn|Ω(n−1)|.

Proof of Theorem ?? assuming Propositions 4.1.1 and 4.1.2. Proposition 4.1.1 together with

the nesting property of the Ω(n)'s implies that for every a ∈ Ω∗ we have |(fna )′(fa(c))| ≥

eλ̃n
β
for all n ≥ 1. By standard results this implies that fa admits an ergodic invariant

absolutely continuous invariant probability measure and this results that a ∈ Ω+. By

Proposition 4.1.2 we have

|Ω∗|
|Ω|

=
|
⋂
n Ω(n)|
|Ω|

=
∏
n

|Ω(n)|
|Ω(n−1)|

≥
∏
n

(1− αn)

A straightforward calculation then shows that:

ln(
∏
n

(1−αn)) =
∑
n

ln(1−αn) = −
∑
n

ln(1+
αn

1− αn
) ≥ −

∑
n

αn
1− αn

≥ −1

1− αµδ

∑
n>µδ

αn

where in the last inequality we used the fact that αn = 0 for n ≤ µδ and αn ≤ αµδ for

n > µδ. Substituting αn = e(γ−1)nν in the right hand side of previous formula, we get:

ln(
∏
n

(1− αn)) ≥ −1

1− αµδ

∑
n>µδ

1

e(1−γ)nν

≥ −1

1− αµδ

∑
n>µδ

ν ′!

(1− γ)ν′n2
by de�nition of ν ′

≥ − (ν ′)!

(1− αµδ)((1− γ)ν′)

∑
n>µδ

1

n2

≥ − (ν ′)!

(1− αµδ)((1− γ)ν′)µδ
= ln(η)
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and therefore we get the statement of theorem.

4.1.6 Overview of the work

We have now reduced the proof of Theorem to the proofs of Proposition (4.1.1) ( to

ensure that all parameters in Ω∗ have an absolutely continuous invariant measure) and

Proposition (4.1.2) ( to guarantee that Ω∗ has positive Lebesgue measure). The statement

of �rst proposition also plays an important role in the proof of the second proposition.

The proof of Proposition (4.1.1) is given in Section 7.1. Its proof relies on several

estimates about binding period which are gained in Section 6.1. Proposition (4.1.2) will

be proved in Section 9.1 based on the distortion bound founded in Section 8.1.First of

all in Section 5.1 we �nd a general estimate which is useful repeatedly in the sequel and

relates derivatives with respect to space variable with derivatives with respect to the

parameter.
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Chapter 5

Parameter dependence

5.1 Parameter dependence

In this section we prove a relatively straightforward but crucial estimate concerning the

parameter dependence of iterates of the critical point. In fact, the following main lemma

of this section states that the parameter and space derivatives are comparable. Before

that let we introduce the shorthand (Φ)n as following:

|(fka )′(fa(c))| ≥ exp(λ̃kβ) ∀k ≤ n (Φ)n

Lemma 5.1.1. Suppose (Φ)n holds for the parameter a ∈ Ω. Then, for every k ≤ n we

have

P1 ≤ |
c′k(a)

(fka )′(c0)
| ≤ P2 (5.1.1)

Proof. By di�erentiating recursively and using the fact that ck(a) = fa(ck−1(a)) = −c2
k−1(a)+
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a we get

c′k(a) = (−2)kck−1...c1c0 + (−2)k−1ck−1...c1 + ...+ (−2)ck−1 + 1, (5.1.2)

On the other hand chain rule gives us

(fka )′(c0) = f ′a(ck−1)...f ′a(c1)f ′a(c0). (5.1.3)

So dividing (5.1.2) by (5.1.3) and putting f ′a(ci) = −2ci, we have

| c′k(a)

(fka )′(c0)
| = |1 +

k∑
i=1

1

(f ia)
′(c0)
|

If n ≤ N , then the hypotheses (3.1.3) and (3.1.4) immediately gives the statement of the

Lemma. Otherwise, using the condition (Φ)n one can write

| c′k(a)

(fka )′(c0)
| = |1 +

N∑
i=1

1

(f ia)
′(c0)

+
k∑

i=N+1

1

(f ia)
′(c0)
|

≤ |1 +
N∑
i=1

1

(f ia)
′(c0)
|+

k∑
i=N+1

1

|(f ia)′(c0)|

≤ |1 +
N∑
i=1

1

(f ia)
′(c0)
|+

k∑
i=N+1

1

eλ̃iβ

≤ |1 +
N∑
i=1

1

(f ia)
′(c0)
|+

∞∑
i=N+1

1

eλ̃iβ
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And notice that

∞∑
i=N+1

1

eλ̃iβ
≤ 1

eλ̃(N+1)
1
b

+
1

eλ̃(N+1)
1
b

+ ...+
1

eλ̃(N+ki+1)
1
b

+ ...

where N + ki + 1 = (m+ i)b. So a simple calculation shows that

∞∑
i=N+1

1

eλ̃iβ
≤ (m+ 1)b −mb

eλ̃m
+

(m+ 2)b − (m+ 1)b

eλ̃(m+1)
+ ... =

∞∑
m

((j + 1)b − jb)( 1

eλ̃
)j

Hence

| c′k(a)

(fka )′(c0)
| ≤ |1 +

N∑
i=1

1

(f ia)
′(c0)
|+

∞∑
m

((j + 1)b − jb)( 1

eλ̃
)j ≤ P2

And by a similar calculation for k ≥ N we can write

| c′k(a)

(fka )′(c0)
| ≥ |1 +

N∑
i=1

1

(f ia)
′(c0)
| − |

k∑
i=N+1

1

(f ia)
′(c0)
|

≥ |1 +
N∑
i=1

1

(f ia)
′(c0)
| −

∞∑
i=N+1

1

eλ̃iβ

≥ |1 +
N∑
i=1

1

(f ia)
′(c0)
| −

∞∑
m

((j + 1)b − jb)( 1

eλ̃
)j ≥ P1.
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Chapter 6

Binding Period

6.1 Binding Period

As we mentioned already, binding period is part of the combinatorial information used in

the construction of Ω∗. In this section we obtain various analytic estimates regarding this

concept. We collect the features of the binding period to get the following proposition.

Proposition 6.1.1. Let ω = ω(k) ∈ P(k) and (Φ)k be valid for each a ∈ ω. Assume that

r ≤ k is a return time for ω with ωr ⊆ Îµ,m for some Iµ,m ∈ I+. If p is the corresponding

binding period of ωr, then

|ωr+p+1| ≥
2

e2α

P1

P2B2
e(1−γ)µα ≥ B1|ωr|

In particular, if r < r′ ≤ k are two consecutive returns for ω with ωr ⊆ Îµ,m and ωr′ ⊆

Îµ′,m′ for some I(µ,m) and I(µ′,m′) in I+, then

|ωr′ | ≥ B2|ωr|.
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This result will be applied in the arguments of the proof of two main Propositions. A

sequence of lemmas in the following subsections is given to prove this.

6.1.1 Bounded distortion during the binding period

We start by obtaining an estimate which guarantees that there is no big di�erence between

the derivatives of iterates of fna during the binding period. In fact by the following lemma

we obtain a bound on the distortion of fna .

Lemma 6.1.2. Let p = p(x) be the binding period of an arbitrary point x. Then for all

k ≤ p and y with |y| ≤ |x|, we have

|(fka )′(y0)|
|(fka )′(c0)|

≤ B (6.1.1)

where B de�ned in ((H6)).

Proof. If k ≤ N0 then we can write

log
|(fka )′(y0)|
|(fka )′(c0)|

= log
k−1∏
i=0

|yi|
|ci|

=
k−1∑
i=0

log
|yi|
|ci|
≤

k−1∑
i=0

log(
|ci|+ |yi − ci|

|ci|
) (6.1.2)

From the de�nition of binding period we have |yi − ci| ≤ |∆i|, and so we get

|(fka )′(y0)|
|(fka )′(c0)|

≤ exp(
k−1∑
i=0

log(
|ci|+ |∆+

i |
|ci|

)) ≤ B,

which is the statement of Lemma. Otherwise when k > N0, using the de�nition of binding
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period , one may write

log
|(fka )′(y0)|
|(fka )′(c0)|

≤
k−1∑
i=0

log(
|ci|+ |yi − ci|

|ci|
) by (6.1.2)

≤
N0−1∑
i=0

log(
|ci|+ |∆+

i |
|ci|

) +
k−1∑
i=N0

log(
|ci|+ 1

i2
|ci|

|ci|
)

≤
N0−1∑
i=0

log(
|ci|+ |∆+

i |
|ci|

) +
k−1∑
i=N0

1

i2
( since log(1 +

1

i2
) ≤ 1

i2
)

≤
N0−1∑
i=0

log(
|ci|+ |∆+

i |
|ci|

) +
∞∑

i=N0

1

i2 − 1

=

N0−1∑
i=0

log(
|ci|+ |∆+

i |
|ci|

) +
1

2

∞∑
i=N0

(
1

i− 1
− 1

i+ 1
)

=

N0−1∑
i=0

log(
|ci|+ |∆+

i |
|ci|

) +
1

2
(

1

N0 − 1
+

1

N0

)

and therefore we obtain:

|(fka )′(y0)|
|(fka )′(c0)|

≤ exp(

N0−1∑
i=0

log(
|∆+

i (a)|+ |ci(a)|
|ci(a)|

) +
1

2
(

1

N0 − 1
+

1

N0

))

which completes the proof.

6.1.2 Length of binding period

The de�nition of binding period implies that pa(x) ≥ N0 for each x ∈ ∆. The following

lemma gives us an upper bound for the length of binding period in terms of the distance

|x| of the point x from the critical point.
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Lemma 6.1.3. Let a ∈ Ω be a parameter for which (Φ)µ holds with µ ≥ max{N0, µδ+}.

Then, for all x ∈ I with |x| ≥ e−µ
α
we have

p(x) ≤ (
2

λ̃
)

1
βµ

α
β ≤ µ

Proof. In order to use the assumption (Φ)µ we let p̂ = min{p, µ}. Then the de�nition of

binding period implies that

|xp̂−1 − cp̂−1| ≤ γp̂−1|cp̂−1| ≤
2

(p̂− 1)2
( since |cp̂−1| ≤ 2). (6.1.3)

On the other hand the Mean value theorem gives us some ξ0 ∈ [x0, c0] for which we have

|xp̂−1 − cp̂−1| = |(f p̂−1
a )′(ξ0)||x0 − c0| ≥

|(f p̂−1
a )′(c0)|
B

|x|2 ≥ eλ̃(p̂−1)β

B
e−2µα (6.1.4)

where the second inequality comes from lemma 6.1.2 and in the third inequality we use

the assumptions of Lemma. Comparing (6.1.3) and (6.1.4) and also since (p̂−1)β ≥ p̂β−1,

we get

eλ̃p̂
β ≤ (p̂− 1)2e−λ̃

2B
eλ̃p̂

β ≤ e2µα

in which the �rst inequality comes from (F2) and the fact that p̂ = min{p, µ} ≥ N0. Thus

p̂ ≤ (
2

λ̃
)

1
βµ

α
β

Now if we can show that

(
2

λ̃
)

1
βµ

α
β < µ (6.1.5)
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then we have p = p̂ ≤ ( 2
λ̃
)

1
βµ

α
β ≤ µ. Recalling condition (F3) we can write

µ(β−α) ≥ (
2

λ̃
)

1
1−β (

λ

1− γ
)

β
1−β ≥ (

2

λ̃
)(

2λ

λ̃(1− γ)
)

β
1−β ≥ 2

λ̃

Therefore (6.1.5) followed and we obtain the statement of Lemma.

6.1.3 Expansion during the binding period

We turn now to the proof of the main proposition of this section. Before the demonstration

we formulate two technical lemmas as following.

Lemma 6.1.4. Suppose p satis�es p ≤ ( 2
λ̃
)

1
βµ

α
β . Then for each µ ≥ µδ+ we have

e−p
α

p2
≥ e−γµ

α

(6.1.6)

Proof. We get (6.1.6), regarding the fact that p ≤ ( 2
λ̃
)

1
βµ

α
β , if we able to show that

2 log(
2

λ̃
)

1
βµ

α
β + (

2

λ̃
)
α
β µ

α2

β ≤ γµα (6.1.7)

We de�ne the function M1(µ) = γµα − ( 2
λ̃
)
α
β µ

α2

β − 2α
β

log µ − 2
β

log 2
λ̃
, and then (6.1.7)

is equivalent to M1(µ) ≥ 0. Observing condition (F3) results that M1(µδ+) ≥ 0, and

it is therefore su�cient to prove that M1 is monotone increasing with µ for µ ≥ µδ+ .

Di�erentiating M1(µ) with respect to µ, we get M ′
1(µ) = α

µ
M2(µ), where M2(µ) = γµα −

( 2
λ
)
α
β µ

α2

β − 2
β
. In the rest of the proof we recall again (F3) and show thatM2(µ) is positive

36



for µ ≥ µδ+ . Indeed, to do this multiplying (F3) by 1
γ
µ
α2

β

δ+ , we can write

µ
α−α

2

β

δ+ ≥ 1

γ
(
2

λ̃
)
α
β +

2

γβµ
α2

β

δ+

(α log µδ+ + log
2

λ̃
)

≥ 1

γ
(
2

λ̃
)
α
β ( since α log µδ+ + log

2

λ̃
≥ 0)

>
1

γ
(
α

β
)2(

2

λ̃
)
α
β by α < β

which results M ′
2(µ) ≥ 0 for µ ≥ µδ+ . Also since ( 2

λ
)
α
β µ

α2

β + 2α
β

log µ ≥ (α
β
)( 2
λ
)
α
β µ

α2

β then

(F4) results that

γµα − (
α

β
)(

2

λ̃
)
α
β µ

α2

β ≥ 2

β
log(

2

λ̃
) ≥ 2

β

This proves that M2(µ) and so M ′
1(µ) are positive for µ ≥ µδ+ . Therefore we could show

that M1(µ) is positive.

Lemma 6.1.5. Let ω ∈ P(k) be chosen and r < k be a return time of ω with ωr ⊆ Îµ,m

for some I(µ,m) ∈ I+. Then letting p = p(ωr) we have

|(fp+1
a )′(cr(a))| ≥ 2

B2e2α
e(1−γ)µα

Proof. The de�nition of binding period and applying Lemma 6.1.2 implies that

γp|cp| ≤ |xp − cp| = |(fpa )′(ζ0)||x|2 ≤ B2|(fpa )′(x0)||x|2

for some ζ0 ∈ (x0, c0), and so using bounded distortion Lemma 6.1.2 we have

|(fpa )′(x0)| ≥ γp|cp|
B2|x|2

. (6.1.8)
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If we put x = cr(a) in (6.1.8), then |(fpa )′(fa(cr(a)))| ≥ γp|cp|
B2|cr(a)|2 , and so

|(fp+1
a )′(cr(a))| = 2|cr(a)||(fpa )′(fa(cr(a)))| ≥ 2γp|cp|

B2|cr(a)|
≥ 2e−p

α

B2p2
e(µ−2)α

Hence the result follows from the previous lemma and the fact that (µ− 2)α ≥ µα − 2α.

[Proof of Proposition 6.1.1] Let ω = ω(k) ∈ P(k) and r ≤ k be a return time for ω with

ωr ⊆ Îµ,m. Then

|(cr+p+1 ◦ c−1
r )(ωr)| = |(cr+p+1 ◦ c−1

r )′(ζ)|ωr| for some ζ ∈ ωr

=
c′r+p+1(a)

c′r(a)
|ωr| with a = c−1

r (ζ)

≥ P1|(f r+p+1
a )′(c0)|

P2|(f ra)′(c0)|
|ωr| by Lemma 5.1.1

=
P1

P2

|(fp+1
a )′(cr(a))||ωr|

≥ 2P1

P2B2e2α
e(1−γ)µα |ωr| by Lemma 6.1.5

and therefore we get

|ωr+p+1| = |(cr+p+1 ◦ c−1
r )(ωr)| ≥

2P1

P2B2e2α
e(1−γ)µα|ωr| ≥ B1|ωr| (6.1.9)

In particular if r < r′ are two consecutive returns less than k then, by a similar argument
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as above, for ωr′ = (cr′ ◦ c−1
r+p+1)(ωr+p+1) one may write

|ωr′ | ≥
P1|(f r

′

b )′(c0)|
P2|(f r+p+1

b )′(c0)|
|ωr+p+1| for some b ∈ ω

≥ P1

P2

|(f r
′−(r+p+1)
b )′(cr+p+1)||ωr+p+1|

≥ Γ
P1

P2

eλ(r′−(r+p+1))|ωr+p+1| by hypothesis (H1)

and since λ(r′ − (r + p+ 1)) ≥ 0 then

|ωr′| ≥ Γ
P1

P2

|ωr+p+1| ≥
2Γ

e2α
(
P1

P2B
)2e(1−γ)µα|ωr| ≥ B2|ωr|

and hence the proof of the main proposition of this section is completed.
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Chapter 7

Derivative growth

7.1 Derivative growth

We are now ready to prove Proposition 4.1.1. First of all choosing an arbitrary parameter

value a ∈ Ω(n) for some �xed n, implied the existence of some interval ω(n) ∈ P(n)

such that a ∈ ω(n). Let {ri}t+1
i=1 be a sequence of returns corresponded to Ω(n) with

0 ≤ r1 < r2 < ... < rt ≤ n < rt+1. Notice that if Ω(n) does not have any return then

t = 0. Let us introduce the shorthand:

|(f rja )′(c0(a))| ≥ eλr
β
j and |(f ia)′(c0(a))| ≥ eλ̃i

β

for i < rj, (Φ̃)rj

In accordance of condition (F1), we know λ > λ̃ and so (Φ̃)rj coincides with (Φ)rj except

at the return times for them we have a slightly stronger estimate. We shall prove a ∈ Ω(n)

implies (Φ̃)rt+1 which in particular implies (Φ)rt+1 and so Proposition 4.1.1. The proof of

this followed by the results of the next two subsections.
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7.1.1 Derivative growth at the returns

This subsection is devoted to show that if we have |(f ria )′(c0)| ≥ eλr
β
i then at the subsequent

return time ri+1 we have |(f ri+1
a )′(c0)| ≥ eλr

β
i+1 . This is the statement of Lemma 7.1.2,

which comes after the following supplementary lemma.

Lemma 7.1.1. Assume that ωri ⊆ Îµ,m for some Iµ,m ∈ I+ and p = p(cri) is the binding

period of cri. Then for each a ∈ Ω(n) we have

|(fp+1
a )′(cri(a))| ≥ 1

Γ
eλ(ri+p+1)β−λrβi (7.1.1)

Proof. First we prove that

|(fp+1
a )′(cr(a))| ≥ 1

Γ
eλ(µ+p+1)β−λµβ (7.1.2)

For this applying Lemma 6.1.4 results that |(fp+1
a )′(cri(a))| ≥ 2

B2e2α
e(1−γ)µα and so to

obtain (7.1.2) it is enough to have

(1− γ)µα + log
2

B2e2α
− λ(µ+ p+ 1)β + λµβ − ln(Γ) ≥ 0, (7.1.3)

However to get this, regarding p ≤ ( 2
λ̃
)

1
βµ

α
β , it is su�cient to show that

M3(µ) = (1− γ)µα + log
2

B2e2α
− λ(µ+ (

2

λ̃
)

1
βµ

α
β + 1)β + λµβ − ln(Γ)

is a positive function. Condition (F5) implies that M3(µδ+) is positive and so we get the

41



result if M3 is monotone increasing with µ for µ ≥ µδ+ . We have

M ′
3(µ) =

λβ + α(1−γ)
µβ−α

µ1−β −
λβ +

2αλ̃( 2
λ̃

)
1
β

µ
β−α
β

(µ+ ( 2
λ̃
)

1
βµ

α
β + 1)1−β

(7.1.4)

Now recalling condition (F3) we obtain

0 ≤ α(1− γ)µ
−β−α

β

δ+ (µ
(β−α)( 1

β
−1)

δ+ − λ

1− γ
(
2

λ̃
)

1
β ) =

α(1− γ)

µβ−αδ+

−
αλ( 2

λ̃
)

1
β

µ
β−α
β

δ+

which clearly implies M ′
3(µ) ≥ 0 for µ ≥ µδ+ and so (7.1.2) is followed. We now show

that (7.1.1) is true. For this we observe that the function s(x) = λ(x + p + 1)β + λxβ is

decreasing for �xed p, since

s′(x) =
λβ

(x+ p+ 1)1−β −
λβ

x1−β = λβ(
1

(x+ p+ 1)1−β −
1

x1−β ) ≤ 0

and therefore because of the fact that ri ≥ µ, the proof of Lemma is followed.

Lemma 7.1.2. Suppose that at a return time ri we have |(f ria )′(c0)| ≥ eλr
β
i , where a

belongs to some ω(k) with ri ≤ k. Then for the subsequent return time ri+1 we have

|(f ri+1
a )′(c0)| ≥ eλr

β
i+1 .

Proof. Let p = p(cri) be the corresponding binding period of cri(a). If f ri+p+1
a (c0) /∈ ∆,
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then one can write

|(f ri+1
a )′(c0(a))| = |(f ri+1−(ri+p+1)

a )′(f ri+p+1
a (c0(a)))||(f ri+p+1

a )′(c0(a))|

≥ Γeλ(ri+1−(ri+p+1))|(f ri+p+1
a )′(c0(a))|

where the inequality comes from hypothesis (H1) and using the fact that f sa(c0) /∈ ∆ for

ri + p+ 1 < s < ri+1. Since β < 1 by (F1) then

|(f ri+1
a )′(c0(a))| ≥ Γeλ(ri+1−(ri+p+1))β |(f ri+p+1

a )′(c0(a))| (7.1.5)

On the other hand we have

|(f ri+p+1
a )′(c0(a))| = |(fp+1

a )′(cri(a))||(f ria )′(c0(a))|

≥ eλr
β
i |(fp+1

a )′(cri(a))|

and then substituting the result of previous lemma gives us

|(f ri+p+1
a )′(c0(a))| ≥ 1

Γ
eλ(ri+p+1)β ≥ eλ(ri+p+1)β (7.1.6)

where the second inequality used the fact that Γ ≤ 1. Thus the result of Lemma, in

this case, gained by combining (7.1.5) and (7.1.6). Otherwise if f ri+p+1
a (c0) ∈ ∆, i.e.,

ri+1 = ri + p+ 1 then

|(f ri+1
a )′(c0(a))| = |(f ri+p+1

a )′(c0(a))| ≥ 1

Γ
eλ(ri+p+1)β ≥ eλr

β
i+1

where the third inequality followed by 7.1.6. This completes the proof.
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7.1.2 Derivative growth between the returns

Now we consider two consecutive returns ri < ri+1 and assume that (Φ̃)ri holds for a ∈ Ω(k)

with k ≥ ri. In this subsection we shall consider various times s between ri and ri+1 and

show that (Φ)s is valid. Notice that immediately by relation 7.1.6, (Φ)ri+p+1 is true when

p = p(cri(a)) and so we give two separate arguments. We start by the following lemma

for the times before ri + p+ 1

Lemma 7.1.3. Let (Φ̃)ri be valid and 0 ≤ s ≤ p − 1 where p = p(c(ri)). Then for each

a ∈ Ωk with k ≥ ri we have:

|(f ri+s+1
a )′(c0)| ≥ eλ̃(ri+s+1)β . (7.1.7)

Proof. By the chain rule and applying Lemma (6.1.2) we can write:

|(f ri+s+1
a )′(c0(a))| = |(f s+1

a )′(cri)||(f ria )′(c0)|

≥ 2eλr
β
i |(f sa)′(fa(cri))||cri(a)|

≥ 2

B
eλr

β
i eλ̃s

β

e−r
α
i

in which we used the assumption of (Φ̃)ri and the fact that a ∈ Ω(k) ⊆ Ω(ri). Thus to

have (7.1.7) it is enough to show that

λrβi − rαi + log
2

B
≥ λ̃(ri + s+ 1)β − λ̃sβ

for all 0 ≤ s ≤ p− 1. But we know that the expansion λ̃(ri + s+ 1)β − λ̃sβ with respect

to s is decreasing, so

λ̃(ri + 1)β ≥ λ̃(ri + s+ 1)β − λ̃sβ
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and hence to get the result it is su�cient to conclude that the following function is positive

for r ≥ µδ+ .

r(r) = λrβ − rα + log
2

B
− λ̃(r + 1)β (7.1.8)

First we observe that condition (F6) implies that r(µδ+) ≥ 0 Now di�erentiating r(r)

with respect to r we have

r′(r) = βλrβ−1 − αrα−1 − λ̃β(r + 1)β−1 > rα−1(β(λ− λ̃)rβ−α − α).

Again we recall condition (F3) and for r ≥ µδ+ write:

rβ−α ≥ (
λ

1− γ
(
2

λ̃
)

1
β )

β
1−β = (

λ

1− γ
)

β
1−β (

2

λ̃
)

β
1−β (

2

λ̃
)

= (
2λ

λ̃(1− γ)
)

β
1−β (

2

λ̃
)

> 4
β

1−β (
2

λ̃
) since λ̃ < λ and

1

1− γ
> 2

≥ α

β(λ− λ̃)
by λ̃ ≤ 2β4

β
1−β

α + 2β4
β

1−β
λ

This implies that r′(r) > 0 and so the proof of Lemma concluded.

We notice that here if ri+1 ≤ ri + p+ 2, then by Lemmas (7.1.3) and (7.1.2), (Φ̃)ri+1
is

valid. Nevertheless if ri+1 > ri+p+ 2 then we let τ be the last time for which cτ (a) ∈ ∆+

with ri ≤ τ ≤ ri + p and give the following lemma.

Lemma 7.1.4. Assume that (Φ̃)ri holds for a ∈ Ω(k) with k > ri and p + 1 ≤ s ≤

ri+1 − ri − 2 where p = p(cri(a)). Then for each a ∈ Ω(k) we have

|(f ri+s+1
a )′(c0)| ≥ eλ̃(ri+s+1)β (7.1.9)
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Proof. We know that fa(cτ (a)) ∈ fa(∆+) and then hypothesize (H1) and applying chain

rule implies that

|(f ri+s+1
a )′(c0)| = |(f ri+s−τa )′(f τ+1

a (c0))||(f τ+1
a )′(c0)|

≥ eλ(ri+s−τ)eλ̃(τ+1)β by (H1) and lemma (7.1.3)

≥ eλ̃(ri+s−τ)βeλ̃(τ+1)β (since λ ≥ λ̃ and β < 1)

≥ eλ̃(ri+s+1)β

7.1.3 Proof of Proposition (4.1.1)

We are turn now to the proof of Proposition (4.1.1).

Proof of Proposition (4.1.1). Suppose that n is given and a ∈ Ω(n) arbitrary is chosen.

Then there exists ω(n) ∈ Pn such that a ∈ ω(n). If ω(n) have not experienced any return

then obviously hypothesize(H1) results the Proposition. So we may assume that {ri}t+1
i=1

is the sequence of returns with r1 < ... < rt ≤ n ≤ rt+1. First of all using hypothesize

(H1) we obtain (Φ̃)r1 . Indeed, we have

|(f r1a )′(c0(a))| ≥ eλr
β
1 and |(f ia)′(c0(a))| ≥ eλ̃i

β

for i < r1.

Now an application of Lemma 7.1.2 gives |(f r2a )′(c0)| ≥ eλr
β
2 . Also we apply Lemmas 7.1.3,

7.1.4 and relation 7.1.6 to get |(f ia)′(c0)| ≥ eλ̃i
β
for r1 < i < r2. Then (Φ̃)r2 is true and

then similar arguments shows that (Φ̃)rt+1 is valid. This in particular implies (Φ)rt+1 and
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therefore (Φ)n i.e,

|(f ia)′(c0(a))| ≥ eλ̃i
β

for i ≤ n.
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Chapter 8

Uniform Bounded Distortion

8.1 Uniform Bounded Distortion

We consider an arbitrary subset ω = ω(n−1) ∈ P(n−1) and let n be a return time for ω.

Note that this assumption is not an issue that looses the generality here since the actual

application of bounded distortion is at the time of returns. Associated to ω we have an

increasing sequence {ri}t+1
i=1 of returns and a corresponding sequence {pi}t+1

i=1 of binding

periods. In particular we assume that for each 1 ≤ i ≤ t, ωri ⊆ Îµi,mi for some µi and mi.

The following proposition brings us the main objective of this section.

Proposition 8.1.1. There exists a constant D such that for all ω ∈ P(n−1), each a, b ∈ ω,

we have
|(ck)′(a)|
|(ck)′(b)|

≤ D for all k ≤ rt + pt + 1

where rt is the last return less than n and pt is its corresponding binding period. Moreover,

the same estimate holds also for all k ≤ n restricted to the parameter interval ω̃ ⊆ ω where

ω̃n ⊆ ∆.
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Notice that when n = r1 is the �rst return time then we put r0 = 0. The proof of this

proposition is obtained after some abstract calculation which is giving in the following.

8.1.1 Abstract distortion calculation

We choose an arbitrary ω ∈ P(n−1) and so Proposition 4.1.1 implies that (Φ)n−1 holds for

each a ∈ ω. Beside of that since n is the subsequent return after rt, then the arguments

of the previous section and in particular Lemma 7.1.2 results (Φ)n is true for each a ∈ ω.

So as we mentioned in Lemma (5.1.1) the rate of growth of c′k(a) and (fka )′(c0) is the same

for k ≤ n. Indeed, for each a, b ∈ ω and all k ≤ n we have

|c′k(a)|
|c′k(b)|

≤ P1

P2

|(fka )′(c0)|
|(fkb )′(c0)|

(8.1.1)

and therefore it is su�cient to �nd an upper bound for |(f
k
a )′(c0)|

|(fkb )′(c0)| . A standard argument,

using log |1 + x| ≤ |x|, leads to:

log
|(fka )′(c0)|
|(fkb )′(c0)|

= log
k−1∏
j=0

|cj(a)|
|cj(b)|

≤
k−1∑
j=0

log |cj(a)− cj(b)
cj(b)

+ 1| ≤
k−1∑
j=0

|cj(a)− cj(b)|
|cj(b)|

(8.1.2)

Now our strategy is to �nd an upper bound for the summation S =
∑rt+pt

j=0
|ωj |
|cj(b)| which

in particular is an upper bound for the last term of 8.1.2 with k ≤ rt + pt + 1. For this

we shall subdivide the sum into

S =
t∑
i=1

ri+pi∑
ri−1+pi−1+1

|ωj|
|cj(b)|

(8.1.3)

which, for notational convenience, we put r0 + p0 + 1 = 0. Note that we have divided

the sum S into a �nite number of blocks corresponding to pieces of itinerary starting

49



immediately after a binding period and going through to the end of the subsequent binding

period. In the next lemma we �nd a bound for the sum over each individual block.

Lemma 8.1.2. Let ω ∈ P(n−1). For each a, b ∈ Ω and all s ≤ pi − 1 we have:

|cs(a)|
|cs(b)|

≤ 2 ∀a, b ∈ ω.

Proof. Let a, b ∈ ω be chosen arbitrary and we write:

|cs(a)| − |cs(b)| ≤ |ωs| ≤ |ωpi−1| < |ωµi | < |ωrt |

where the second inequality comes from (Φ)n, the third inequality because of the fact

that pi < µi by Lemma 6.1.3 and in the last inequality we used the fact that rt is the last

return before n. So |cs(a)| < |cs(b)|+ |ωrt|, and then we have:

|cs(a)|
|cs(b)|

< 1 +
|ωrt |
|cs(b)|

≤ 1 + 3
lµt
e−µ

α
t

= 1 + 3
eµ

α
t −(µt−1)α − 1

µ2
t

< 2 for µt ≥ µδ+ ≥ 2

Lemma 8.1.3. Suppose that b ∈ ω is given and (Φ)n holds for b. Then for all i = 1, ..., t

we have
ri+pi∑

ri−1+pi−1+1

|ωj|
|cj(b)|

≤ D1e
µαri |ωri | (8.1.4)

where D1 is de�ned in (3.1.5).

Proof. First of all we subdivide the left hand side of (8.1.4) into two summations as

follows.
ri+pi∑

ri−1+pi−1+1

|ωj|
|cj(b)|

=

ri∑
ri−1+pi−1+1

|ωj|
|cj(b)|

+

ri+pi∑
ri+1

|ωj|
|cj(b)|

(8.1.5)
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We shall estimate each of the two terms in separate arguments. In the �rst summation

for ri−1 + pi−1 + 1 ≤ j ≤ ri we have

|ωri | = |(cri ◦ c−1
j )(ωj)| = |(cri ◦ c−1

j )′(ζ)||ωj| for some ζ ∈ ωj

=
|c′ri(ā)|
|c′j(ā)|

|ωj| for ā = c−1
j (ζ)

≥ P1

P2

|(f riā )′(c0)|
|(f jā)′(c0)|

|ωj| by Lemma 5.1.1

=
P1

P2

|(f ri−jā )′(f jā(c0))||ωj|

and applying condition (H1), implies that

|ωj| ≤
P2

P1

e−λ(ri−j)|ωri | (8.1.6)

Also since ωri ⊆ Îµi,mi for some Iµi,mi ∈ I+ and so in particular |cj(b)| ≥ |cri(b)| ≥

e−(µi+1)α , we can write

ri∑
ri−1+pi−1+1

|ωj|
|cj(b)|

≤
ri∑

ri−1+pi−1+1

P2

P1

e−λ(ri−j)

e−(µi+1)α
|ωri | = (

P2

P1

e

ri∑
ri−1+pi−1+1

e−λ(ri−j))eµ
α
i |ωri|

≤ (
P2

P1

e
∞∑
j=0

e−λj)eµ
α
i |ωri |

and so the de�nition of D2 in (3.1.6) results that:

ri∑
ri−1+pi−1+1

|ωj|
|cj(b)|

≤ D2|ωri |e
µαri (8.1.7)

For the second summation of the right hand of (8.1.5), or in other words for ri + 1 ≤ j ≤
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ri + pi, using the auxiliary index s = j − (ri + 1), we can write

|ωj| = |ωri+s+1| = |(cri+s+1 ◦ c−1
ri

)(ωri)| = |(cri+s+1 ◦ c−1
ri

)′(ζ)||ωri | for some ζ ∈ ωj,

Thus letting ā = c−1
ri

(ζ) ∈ ω, for all 0 ≤ s ≤ pi − 1, we get:

|ωj| = |ωri+s+1| ≤
P2

P1

|(f s+1
ā )′(cri)||ωri | =

2P2

P1

|(f sā)′(fā(cri))||(cri(ā))||ωri | (8.1.8)

To �nd a bound for |(f sā)′(fā(cri))| we put x = cri(ā) and apply the de�nition of binding

period to obtain

|xs(ā)− cs(ā)| = |(f sā)′(ξ0)||x0(ā)− c0(ā)| ≤ γs|cs(ā)|

for some ξ0 ∈ (x0(ā), c0(ā)) and now Lemma (6.1.2) implies that:

|(f sā)′(fā(cri))| ≤ B2|(f sā)′(ξ0)| ≤ B2γs|cs(ā)|
|x0(ā)− c0(ā)|

=
B2γs|cs(ā)|
|cri(ā)|2

.

Then substituting this last inequality in (8.1.8) gives us

|ωri+s+1| ≤
2P2B2

P1

γs|cs(ā)|
|cri(ā)|

|ωri | (8.1.9)

Also to estimate the dominator of the summation, i.e. |cj(b)| we proceed as following.

First we let y = cri(b) and so one can write

|cs(b)| − |ys(b)| ≤ |cs(b)− ys(b)| ≤ γs|cs(b)|
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which results

|cj(b)| = |cri+s+1(b)| = f s+1
b (cri(b)) = |ys(b)| ≥ (1− γs)|cs(b)|. (8.1.10)

Now considering (8.1.9) and (8.1.10) we can write

pi−1∑
s=0

|ωri+s+1|
|cri+s+1(b)|

≤ (

pi−1∑
0

2P2B2

P1

γs
1− γs

|cs(ā)|
|cri(ā)||cs(b)|

)|ωri |

≤ 2P2B2

P1

(

pi−1∑
0

γs
1− γs

|cs(ā)|
|cs(b)|

)e(µri+1)α|ωri| since |cri(ā)| ≥ e−(µri+1)α

≤ 4P2B2

P1

(

pi−1∑
0

γs
1− γs

)e(µri+1)α |ωri | by Lemma 8.1.2

≤ 4P2B2

P1

(

N0−1∑
0

γs
1− γs

+
∞∑
N0

1

s2 − 1
)e(µri+1)α |ωri | by (H6)

and thus the de�nition of D3 in (3.1.6) gives us

ri+pi∑
ri+1

|ωj|
|cj(b)|

≤ D3e
µαri |ωri | (8.1.11)

We recall (8.1.5) and write

ri+pi∑
ri−1+pi−1+1

|ωj|
|cj(b)|

=

ri∑
ri−1+pi−1+1

|ωj|
|cj(b)|

+

ri+pi∑
ri+1

|ωj|
|cj(b)|

≤ D2e
µαi |ωri |+D3e

µαi |ωri | by (8.1.11) and (8.1.11)

= (D2 +D3)eµ
α
i |ωri |

= D1e
µαi |ωri | by de�nition of D1 in (3.1.5)
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Substituting (8.1.4) in (8.1.3) we obtain

S =
t∑
i=1

ri+pi∑
ri−1+pi−1+1

|ωj|
|cj(b)|

≤ D1

t∑
i=1

|ωri |e
µαri (8.1.12)

Note that in the sum of the right-hand side of the last relation it may happen µri = µ for

a lot of i's and so we subdivide it as follows.

t∑
i=1

|ωri |e
µαri =

∑
µ∈{µri}

eµ
α
∑

i:µri=µ

|ωri | (8.1.13)

In the next lemma we estimate the total contribution of returns corresponding to a �xed

µ.

Lemma 8.1.4. For any µ ≥ (log 1
δ+ )

1
α ,

∑
i:µri=µ

|ωri | ≤ D4D5
e−µ

α

µ2

where D4 and D5 de�ned in (3.1.8).

Proof. Let {rij}sj=1 ⊆ {ri} be the increasing subsequence of returns for which ωrij ⊆ Îµ,m

for some m. Using Proposition (6.1.1) implies that |ωris | ≥ (B2)kj |ωrij |, where 0 = ks <

ks−1 < ... < k1 and so one can write

∑
i:µri=µ

|ωri | =
s∑
j=1

|ωrij | ≤
s∑
j=1

(
1

B2

)kj |ωris | ≤ (
∞∑
j=0

(
1

B2

)j)|ωris |
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and since B2 > 1 by (F7), then the de�nition of D4 implies

∑
i:µri=µ

|ωri| ≤ D4|ωris | (8.1.14)

But to �nd the length of |ωris | we recall the procedure of construction P
(k) and ω(k) which

implies that |ωris | ≤ 2|Iµ,m|+ |Iµ−1,m| and so

|ωris | ≤ 2(
e−(µ−1)α − e−µα

µ2
) +

e−(µ−2)α − e−(µ−1)α

(µ− 1)2

= 2
e−µ

α

µ2
(eµ

α−(µ−1)α − 1) +
e−µ

α

(µ− 1)2
(eµ

α−(µ−2)α − eµα−(µ−1)α)

=
e−µ

α

µ2
(2(eµ

α−(µ−1)α − 1) + (
µ

µ− 1
)2(eµ

α−(µ−2)α − eµα−(µ−1)α))

≤ e−µ
α

µ2
(2(eµ

α−(µ−2)α − 1)) since (
µ

µ− 1
)2 ≤ 2 for µ ≥ 4

≤ e−µ
α

µ2
(2(e2α − 1)

and therefor the proof of Lemma follows by de�nition of D5 and (8.1.14).

Now we summarize the results of this subsection in the following lemma which intro-

duces an upper bound for the summation S.

Lemma 8.1.5. Consider the summation S =
∑t

i=1

∑ri+pi
ri−1+pi−1+1

|ωj |
|cj(b)| , then

S ≤ D7

in which D7 was given by (3.1.9)
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Proof. As we have seen, by (8.1.12) and (8.1.13) we have

S =
t∑
i=1

ri+pi∑
ri−1+pi−1+1

|ωj|
|cj(b)|

≤ D1

t∑
i=1

|ωri |e
µαri ≤ D1

∑
µ∈{µri}

eµ
α
∑

i:µri=µ

|ωri|

We apply now Lemma 8.1.4 and get

S ≤ D1D4D5

∑
µ≥µδ+

1

µ2
= D1D4D5D6

where D6 is given by (3.1.9). Therefore the de�nition of D7 completes the proof of Lemma.

8.1.2 Bounding the distortion

We turn now to the proof of the main result of this section.

Proof of Proposition 8.1.1. For k ≤ rt + pt + 1, recalling the de�nition of S and (8.1.1),

8.1.2 we can write

|c′k(a)|
|c′k(b)|

≤ P1

P2

|(fka )′(c0)|
|(fkb )′(c0)|

≤ P1

P2

eS ≤ P1

P2

eD7 ≤ D

where the last two inequalities come from Lemma 8.1.5 and the de�nition of D. However

if k > rt + pt + 1, then we restrict ourselves to some subinterval ω̄ ⊆ ω with ω̄k ⊆ ∆. A

similar argument as like as in (8.1.2), we write

|c′k(a)|
|c′k(b)|

≤ P1

P2

e
∑rt+pt
j=0

|ω̄j |
|cj(b)|+

∑k−1
rt+pt+1

|ω̄j |
|cj(b)|

≤ P1

P2

e
S+

∑k−1
rt+pt+1

|ω̄j |
|cj(b)| since |ω̄j| ≤ |ωj|
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But to compute
∑k−1

rt+pt+1
|ω̄j |
|cj(b)| we proceed as follows. First using |ω̄k| = |ck ◦ c−1

j )(ω̄j)|

and (D1) we have:

|ω̄j| ≤ Γ−1P2

P1

e−λ(k−j)|ω̄k| ≤ Γ−1P2

P1

e−λ(k−j)δ

and since ωj ∩∆ = ∅ implies |cj(b)| ≥ δ, then

k−1∑
rt+pt+1

|ω̄j|
|cj(b)|

≤ Γ−1P2

P1

δ

δ

k−1∑
rt+pt+1

e−λ(k−j) ≤ P2

P1Γ

∞∑
i=1

e−λi

and so the de�nition of D2 gives us

k−1∑
rt+pt+1

|ω̄j|
|cj(b)|

≤ e−λ−1D2

Γ
.

Therefore by the de�nition of D we get

|c′k(a)|
|c′k(b)|

≤ P1

P2

e
S+(

P1
P2

)2 D2
eΓ1 ≤ D.
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Chapter 9

Parameter exclusion estimates

9.1 Parameter exclusion estimates

In this section we prove proposition 4.1.2 which gives a bound the proportion of excluded

parameters at each step n. Clearly it is su�cient to show that for every ω ∈ P(n−1) and

letting

ω′ = ω \ (ω ∩ Ω(n))

we have

|ω′| ≤ αn|ω|.

Our strategy is to compare the sizes of the images ω′n and ωn of these intervals and

then use the bounded distortion to show that the ratio between the size of the images is

uniformly comparable to the ratio between the intervals themselves. Surely no exclusions

are required if n is not a return time. We may therefore assume that n is a return time.

We associate to ω a maximal sequence r1 < r2 < ... < rt < n = rt+1 of returns, and an

associated sequence p1, p2, ..., pt of binding periods.
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Lemma 9.1.1. Let ω ∈ Ω(n−1) and n be the return time for ω. If ω′ = ω \ (ω ∩ Ω(n)),

then:

|ω′n| ≤ 2e−(n−1)α .

Proof. We recall the construction of P(n) and Ω(n) from section 4.1. More precisely, ω′n is

exactly at most the union of interval (−e−nα , e−nα) and two intervals of length ln. This

gives the statement of Lemma.

However to estimate |ωn| we look to immediate parent interval ω̃ which at some time

k < n, ω was born. We need to distinguish two cases which requires distinct arguments.

In the �rst case it might happen that, Iµ,m ⊆ ωrj ⊆ Îµ,m for some Iµ,m ∈ I+ and rj ≤ rt.

For the second case ω is a subset of it's parent interval ω̃ such that at time k landed

outside ∆+ with |ωk| ≥ P2e−λ

ΓP1
d. Indeed in this case ω ∈ {ω±} and k > rt.

Lemma 9.1.2. Let n be a return time for ω ∈ Ω(n−1). Then:

|ωn| ≥ min{d, 2

e2α
(
P1

P2B
)2e(1−γ)(n−1)αln−1}

Proof. First we consider the case which Iµ,m ⊆ ωrj ⊆ Îµ,m with rj ≤ rt. Proposition 6.1.1

implies that

|ωn| ≥ (
2

e2α
(
P1

P2B
)2e(1−γ)µα)k|ωrj | when k = t+ 1− j

≥ 2

e2α
(
P1

P2B
)2e(1−γ)µα |ωrj | since B2 > 1 by (F7)

≥ 2

e2α
(
P1

P2B
)2e(1−γ)µαlµ

On the other hand the function L(µ) = e(1−γ)µαlµ is a decreasing function with respect to
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µ, and since µ ≤ rt ≤ n− 1, then

|ωn| ≥
2

e2α
(
P1

P2B
)2e(1−γ)(n−1)αln−1 (9.1.1)

For the remaining case which there exists some k with rt < k < n such that ωk landed

outside of ∆+, we proceed as following:

|ωn| = |(cn ◦ c−1
k )′(ζk)||ωk| for some ζk ∈ ωk

≥ P1

P2

|(fnā )′(c0)|
|(fkā )′(c0)|

|ωk| with ā = c−1
k (ζk) ∈ ω

=
P1

P2

|(fn−kā )′(ck(ā))||ωk|

and if ωn ⊆ ∆+ then the fact that |ωk| ≥ P2

P1Γ
e−λd

|ωn| ≥
P1

P2

Γeλ(n−k)|ωk| ≥
P1

P2

Γeλ|ωk| ≥ d

But if ωn does not fully contained in ∆+ and ωn ∩ (−e−nα , e−nα) 6= ∅ then condition (F9)

gives us

|ωn| ≥ δ+ − δ ≥ d,

We note that when ωn ∩ (−e−nα , e−nα) = ∅ then αn = 0 and nothing remains to proof.

This concludes the proof of Lemma.

9.1.1 Proof of Proposition 4.1.2

Before turning to the detailed proof of the proposition, two supplementary lemmas are

given as following.
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Lemma 9.1.3. For each n ≥ 2 we have

ln ≥
αe−n

α

n3−α

Proof. By Mean Value Theorem there exists some ζ ∈ (n− 1, n) such that

ln =
|e−(n−1)α − e−nα|

n2
=
| − αζα−1e−ζ

α
((n− 1)− n)|
n2

≥ αnα−1e−n
α

n2
=
αe−n

α

n3−α

Lemma 9.1.4. For each n ≥ 1 + µδ, we have

De2α

α
(
P2B
P1

)2(n− 1)3−αe(γ−1)(n−1)α ≤ αn

Proof. We recall the de�nition of αn and for n ≥ 1 + µδ let:

N(n) = ln(
De2α

α
(
P2B
P1

)2) + (3− α) ln(n− 1) + (γ − 1)(n− 1)α − (γ − 1)(n− 1)ν

To prove the Lemma it is su�cient to show that N(n) is negative for n ≥ 1 + µδ. Di�er-

entiating of N(n) with respect to n we have

N ′(n) =
1

n− 1
(3− α− α(1− γ)(n− 1)α + ν(1− γ)(n− 1)ν) ≤ 0

where in the last inequality we used condition (F8) and the fact that its left hand term

is decreasing with n and µδ ≤ n− 1. To achieve that N(n) is negative and then complete

the proof we recall condition (F0) which implies N(µδ) and so N(n) is negative.
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Proof of Proposition 4.1.2. It is enough to show that for each ω ∈ Pn−1 we have |ω
′|
|ω| ≤ αn

where |ω′| is the portion of |ω| which excluded at time n. A straightforward application

of Mean Value Theorem gives us

|ω′n|
|ωn|

=
|c′n(a)|
|c′n(b)|

|ω′|
|ω|

for some a ∈ ω′ and b ∈ ω,

and so using Proposition 8.1.1 we get |ω
′|
|ω| ≤ D

|ω′n|
|ωn| . By Lemma 9.1.1 we know that

|ω′n| ≤ 2e−(n−1)α . Observing Lemma 9.1.2 one may consider two cases. In the �rst case it

happens that |ωn| ≥ 2
e2α

( P1

P2B )2e(1−γ)(n−1)αln−1 and then for n− 1 ≥ µδ we can write:

|ω′|
|ω|
≤ D|ω

′
n|
|ωn|

≤ D 2e−(n−1)α

2
e2α

( P1

P2B )2e(1−γ)(n−1)αln−1

≤ De2α

α
(
P2B
P1

)2 e−(n−1)α(n−1)3−α

e(1−γ)(n−1)αe−(n−1)α
by Lemma 9.1.3

≤ De2α

α
(
P2B
P1

)2e(γ−1)(n−1)α(n− 1)3−α

≤ αn by Lemma 9.1.4

For the second case where |ωn| ≥ d, applying de�nition of d one can write:

|ω′|
|ω|
≤ D|ω

′
n|
|ωn|

≤ 2De−(n−1)α

d
≤ 2De−(n−1)α

2De−µαδ +(1−γ)µνδ
≤ e−(n−1)α

e−(n−1)α+(1−γ)(n−1)ν
≤ αn

where the third inequality uses the fact that the function N3(n) = −nα + (1 − γ)nν is

monotone decreasing with n and n− 1 ≥ µδ.

62



Chapter 10

Computation of number

10.1 Computation of number

In this section we �nd an explicit estimate of the set of stochastic parameters for the

quadratic family fa(x) = −x2 +a. Indeed, we take advantage of being closed to parameter

value a = 2 in parameter space to be able to obtain a lower bound for Ω∗.

10.1.1 Preliminary dynamical facts

This part is devoted to give some preliminary facts about the dynamic of the quadratic

family which helps us to choice the constants explicitly in such a way that dynamical

hypotheses hold. We start by a supplementary lemma that is applied in the subsequent

lemma.

Lemma 10.1.1. Let a ∈ [
√
A− ε,

√
A] in which

√
A = 2− σ and σ satis�es

σ(2− σ − ε) ≥ δ2 (10.1.1)
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then

(a) 2a ≥ a2 + δ2.

(b) If |x| ≥ δ, then |fa(x)| ≤
√
A− δ2.

Proof. We can write

2a− a2 = a(2− a) ≥ (
√
A− ε)(2−

√
A) = σ(2− σ − ε)

and then part (a) follows from (10.1.1). For the proof of part (b), �rst since |x| ≥ δ, then

we have fa(x) = −x2 + a ≤
√
A − δ2. On the other hand using the fact that |x| ≤ a

implies that −x2 + a ≥ −a2 + a, and so by part (a) we get

fa(x) = −x2 + a ≥ −a+ δ2 ≥ −(
√
A− δ2)

Therefor the proof is completed.

Lemma 10.1.2. Suppose that
√
A = 2− σ where σ = 0 or satis�es in (10.1.1). Assume

that for any a ∈ [
√
A− ε,

√
A]:

|f ja(x)| ≥ δ, j = 0, ..., n− 1

Then, we have

|(fna )′(x)| ≥
√
A− (fna (x))2

A− δ2
(

2δ

ε
1
2 + δ

√
δ2(2
√
A− δ2)

σ(2− σ) + δ2(2
√
A− δ2)

)n (10.1.2)
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Proof. We let y = f ia(x) for some i with 0 ≤ i ≤ n− 1 and then by using expression

1√
A− y2

√
A− y2

A− (fa(y))2

√
A− (fa(y))2

A− (f 2
a (y))2

...

√
A− (fk−1

a (y))2

A− (fka (y))2

√
A− (fka (y))2 = 1

write

|(fka )′(y)| = |2y||2fa(y)|...|2fk−1
a (y)|

=
1√

A− y2
|2y|

√
A− y2

A− (fa(y))2
...|2fk−1

a (y)|

√
A− (fk−1

a (y))2

A− (fka (y))2

√
A− (fka (y))2

To simplify the argument we put B(z) = 2|z|
√

A−z2

A−(fa(z))2 where z = f ja(y), j = 0, ..., k,

and so we have

|(fka )′(y)| =

√
A− (fka (y))2

A− y2
B(y)B(fa(y))...B(fk−1

a (y)) (10.1.3)

In order to �nd a lower bound for B(z), we substitute fa(z) = −z2 + a in the de�nition

of B(z). So we get Also substituting fa(z) = −z2 + a in B(z), implies that

B(z) =
2|z|
√
A− z2√√

A− fa(z)
√√

A+ fa(z)
=

2|z|√√
A− a+ z2

√
A− z2√√
A+ a− z2

≥ 2|z|√√
A− a+ z2

√
A− z2√

2
√
A− z2

where in the second inequality we used the assumption a ≤
√
A. Now �rst we observe

that if σ = 0 then for z with |z| ≥ δ one may write

B(z) ≥ 2|z|√
2− a+ z2

√
4− z2

√
4− z2

≥ 2|z|
ε

1
2 + |z|

≥ 2δ

ε
1
2 + δ

(10.1.4)

65



in which we used the facts that |2 − a| < ε and 2|z|
ε

1
2 +|z|

is monotone increasing in|z|.

Therefore putting y = x, k = n in (10.1.3) and using (10.1.4) we have

|(fna )′(x)| =
√
A− (fna (x))2

A− δ2
(

2δ

ε
1
2 + δ

)n

This concludes the proof of Lemma for σ = 0. In the rest of proof we assume σ 6= 0 and

satis�es in (10.1.1), i.e.; σ(2 − σ − ε) ≥ δ2. For this, depending on the location of x we

need to consider two distinct cases which requires di�erent arguments as follows.

Case 1. δ < |x| ≤ −δ2 + a.

Let z = f ia(x), i = 0, ..., n− 1. Part (b) of Lemma 10.1.1 implies that |z| ≤
√
A− δ2 and

since
√

1− 2
√
A−A

2
√
A−z2 is decreasing in |z|, we can write: we get

√
A− z2√

2
√
A− z2

=

√
1− 2

√
A− A

2
√
A− z2

≥

√
1− 2

√
A− A

2
√
A− (

√
A− δ2)2

√
δ2(2
√
A− δ2)

2
√
A− A+ δ2(2

√
A− δ2)

.

Then, recalling the above argument for B(z) and using the facts that
√
A − a < ε and

2|z|√√
A−a+z2

is increasing in |z| we get

B(z) ≥ 2|z|√√
A− a+ z2

√
A− z2√

2
√
A− z2

≥ 2δ

ε1/2 + δ

√
δ2(2
√
A− δ2)

σ(2− σ) + δ2(2
√
A− δ2)

(10.1.5)

Therefor, letting y = x, z = f ia(x) for i = 0, ..., n − 1 and k = n, applying (10.1.3) and

(10.1.4) lead to:

|(fna )′(x)| ≥
√
A− (fna (x))2

A− δ2
(

2δ

ε1/2 + δ

√
δ2(2
√
A− δ2)

σ(2− σ) + δ2(2
√
A− δ2)

)n
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Case 2. −δ2 + a < |x| ≤ a.

We let y = fa(x) in (10.1.3) and then a similar argument, like the previous case, for

z = f ia(y) with i = 0, , n− 2 results that

|(fn−1
a )′(fa(x))| ≥

√
A− (fna (x))2

A− δ2
(

2δ

ε1/2 + δ

√
δ2(2
√
A− δ2)

σ(2− σ) + δ2(2
√
A− δ2)

)n−1

On the other hand due to the fact that |x| > −δ2 + a ≥ 1, it follows that

2|x| ≥ 2 ≥ 2δ

ε1/2 + δ

√
δ2(2
√
A− δ2)

σ(2− σ) + δ2(2
√
A− δ2)

and therefore we get

|(fna )′(x)| = 2|x||fn−1
a )′(fa(x))| ≥

√
A− (fna (x))2

A− δ2
(

2δ

ε1/2 + δ

√
δ2(2
√
A− δ2)

σ(2− σ) + δ2(2
√
A− δ2)

)n

This concludes the proof of Lemma.

Note that observing dynamical hypothesize (H1), the statement of previous lemma

allows us to assume that

Γ =

√
A− (fna (x))2

A− δ2
, λ = ln(

2δ

ε1/2 + δ

√
δ2(2
√
A− δ2)

σ(2− σ) + δ2(2
√
A− δ2)

)

It is also necessary, at least, to require ε1/2 < δ in order to get positive values of λ. So we

�x here the length of Ω as

ε = δ2+ 1
10

In our knowledge in the literature related to the quadratic family the previous lemma
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is stated based on the conjugacy of tent map and the quadratic family for a = 2. But,

we don't use it which permits us to study the parameter intervals not necessarily of the

form [a∗, 2]. In fact we can consider Ω = [a∗, a
∗], in which a∗ =

√
A = 2 − σ. However,

since the calculations all here are analytic , we should study the values of A for which√
δ2(2
√
A−δ2)

σ(2−σ)+δ2(2
√
A−δ2)

> 1
2
. A simple calculation then shows that we may consider those

values of A = 2− σ in which δ2 ≤ σ ≤ 5δ2.

We emphasize that the calculations are all completely analytic in this work. It should

be noted, however, that the constants Γ and λ, using a rigorous computational method,

can be estimated for all parameter values.

Lemma 10.1.3. Let Ω = [a∗, a
∗] be an interval of parameters. For each a ∈ Ω, we have

fna (∆) ∩∆ = ∅ for all 1 ≤ n ≤ N0 = 2 + [
1

log 4
log

2−
√

2 +
√

2

|2 + a∗ − a2
∗ + δ2(2a∗ − δ2)|

]

Indeed, fna (∆) located in the left of the point x = −
√
a+
√
a.

Proof. Let p = −1−
√

1+4a
2

be the �xed point of fa located in [−2, 0]. We let also J1 =

[p, fa(fa(δ))] = [p, fa(δ0)] and Jm+1 = fma (J1). Since fa is increasing on [−2, 0], then

considering those values of m for them Jm is still remained in [−2, 0], implies that

Jm+1 = [p, fm=1
a (δ0)] = [p, δm+1] ⊇ fm+1

a (fa(∆)).

Thus we get the result by �nding the values of m which Jm+1 ⊆ [p,−
√
a+
√
a], or in

particular satis�es

|Jm+1| ≤ | − 2 +

√
a+
√
a| (10.1.6)
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In fact, this shows that Jm+1 and subsequently fm+2
a remains in the left of x = −

√
a+
√
a.

On the other hand a straightforward application of Mean Value Theorem, using the facts

|(fa)′(x)| ≤ 4,∀x ∈ [−2, 2] and |J1| ≤ |[−2, fa(δ0)]| = |2 + a− a2 + δ2(2a− δ2)|,

gives

|Jm+1| = |fma (J1)| ≤ 4m|J1| ≤ 4m|2 + a− a2 + δ2(2a− δ2)| (10.1.7)

So, to conclude the proof, in according of relations 10.1.6, 10.1.7 and the fact that |2 −√
a+
√
a| ≥ 2−

√
2 +
√

2 for a ≤ 2 it is enough to choose m in such a way that satis�es

4m|2 + a− a2 + δ2(2a− δ2)| ≤ |2−
√

2 +
√

2|

We now observe that the left hand of the previous inequality is decreasing in a and

therefore fm+2
a (∆) for a ∈ [a∗, a

∗] is suited in the left of x = −
√
a+
√
a, if

m ≤ 1

ln 4
ln

2−
√

2 +
√

2

|2 + a∗ − a2
∗ + δ2(2a∗ − δ2)|

which concludes the statement of Lemma.

10.1.2 Primitive constants and dynamical hypotheses

First we �x

Ω = [2− ε, 2], α = 0.31, β = 0.65, δ = e−96, δ+ = e−58, γ =
1

2
and ν =

14α

15
.
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The result of the previous subsection and considering the formal conditions lead us to

choose the primitive constants as are stated in the statement of the next proposition.

Proposition 10.1.4. hypotheses (H1)− (H7) are satis�ed with constants

Γ =
√

4−(δ+)2

4−δ2 ' 1, , λ = ln( 2

1+δ
1
20

) ' 0.685, λ̃ = 0.6,

N0 = [ 1
log 4

log
2−
√

2+
√

2

|2+a∗−a2
∗+δ

2(2a∗−δ2)| ] ' 137, N = 120

P1 = 1− 1
3.8

(
1−( 1

2
√

1.9+
√

1.9
)N

1− 1

2
√

1.9+
√

1.9

)− ((e−λ̃)m(2m+1−e−λ̃(2m−1)))

(1−e−λ̃)2
' 0.63

P2 = 3
4

+ ((e−λ̃)m(2m+1−e−λ̃(2m−1)))

(1−e−λ̃)2
' 0.76, B =???,γi ≥ supa∈Ω

|∆+
i (a)|
|ci(a)| if 0 ≤ i < N0

γi = 1
i2
, if i ≥ N0

Proof. Letting A = 4, σ = 0 and ε = δ2+ 1
10 in Lemma 10.1.2, we get

|(fna )′(x)| ≥
√

4− (fna (x))2

4− δ2
(

2δ

δ1+ 1
20 + δ

)n = Γeλn

where Γ =
√

4−(fna (x))2

4−δ2 and λ = ln( 2δ

δ1+ 1
20 +δ

). If |fna (x)| ≤ |x|, e.g. if x ∈ fa(∆
+), or

fna (x) ∈ ∆ then we have Γ ' 1. Also if fna (x) ∈ δ+, then substituting δ and δ+, we get

Γ ≥
√

4−(δ+)2
4−δ2 ' 1. Furthermore, we can write

λ = ln(
2δ

δ1+ 1
20 + δ

) = ln(
2

δ
1
20 + 1

) ≥ ln 2− ln(1 + δ
1
20 ) ≥ ln 2− δ

1
20 ' 0.686.
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Hence, we have (H1). The �rst part of (H2) is satis�ed by

N0 = 144 ≤ 2 +
1

ln 4
ln

2−
√

2 +
√

2

|2 + a∗ − a2
∗ + δ2(2a∗ − δ2)|

, (10.1.8)

which comes from Lemma 10.1.3 and considering a∗ = 2 − ε = 2 − δ2+ 1
10 . To verify the

second part of (H2) we look for a natural number N1 ≤ N0 such that |cN1(Ω)| ≥ δ+. For

this since N1 ≤ N0 and so (Φ)N1 is true for all a ∈ Ω, then by Mean Value Theorem there

exists a parameter ā ∈ Ω which we can write

|cN1(Ω)| = |c′N1
(ā)||Ω| ≥ P1|(fN1

a )′(c0)||Ω| (10.1.9)

Because N1 ≤ N0, Lemma 10.1.2 and relation 10.1.8 implies that for all i with i ≤ N1,

we have |f ia(c0)| ≥
√
a+
√
a ≥

√
a∗ +

√
a∗ ≥

√
1.9 +

√
1.9 ' 1.8. In the other words, by

chain rule |(fN1
a )′(c0)| ≥ (3.6)N1 and so using (10.1.9), we get |cN1(Ω)| ≥ P1(3.6)N1δ2+ 1

10 .

Therefore to �nd N1 it is enough to solve

P1(3.6)N1δ2+ 1
10 ≥ δ+

Now, since the length |cn(Ω)| is increasing at least for N1 ≤ n ≤ N0, we have (H2). Now

we let b = 2, m = 11 and then we write

1 +
N∑
i=1

1

(f ia)
′(c0)

= 1 +
1

f ′a(c0)
+

1

f ′a(c0)f ′a(c1)
+ ...+

1

f ′a(c0)...f ′a(cN−1)

= 1 +
1

f ′a(c0)
(1 +

1

f ′a(c1)
+ ...+

1

f ′a(c1)...f ′a(cN−1)
)

= 1 +
1

−2a
(1 +

1

f ′a(c1)
+ ...+

1

f ′a(c1)...f ′a(cN−1)
)
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Since N < N0 , then by lemma 10.1.3 we have −2 < ci ≤ −
√
a∗ +

√
a∗ for all a ∈ Ω and

i ≤ N . A straightforward computation for a ∈ [a∗, a
∗] ⊆ [1.9, 2] shows that:

0.636 ' 1− 1

3.8
(
1− ( 1

2
√

1.9+
√

1.9
)120

1− 2
√

1.9 +
√

1.9
) ≤ 1 +

120∑
i=1

1

(f ia)
′(c0)

≤ 3

4

On the other hand to estimate the in�nite summation appeared in (H3), using a simple

calculation gives us

∞∑
m

((j + 1)b − jb)( 1

eλ̃
)j =

∞∑
m

(2j + 1)(e−λ̃)j =
(e−λ̃)m(2m+ 1− e−λ̃(2m− 1))

(1− e−λ̃)2
' 0.007

Clearly (H3) is satis�ed and moreover

inf
a∈Ω

min{ min
1≤k≤N

{|1 +
k∑
i=1

1

(f ia)
′(c0)
|}, |1 +

N∑
i=1

1

(f ia)
′(c0)
| −

∞∑
m

((j + 1)b − jb)( 1

eλ̃
)j}

= |1 +
120∑
i=1

1

(f ia)
′(c0)
| −

∞∑
11

(2j + 1)(
1

eλ̃
)j ≥ 0.636− 0.007 ≥ 0.62 = P1,

sup
a∈Ω

max{ max
1≤k≤N

{|1 +
k∑
i=1

1

(f ia)
′(c0)
|}, |1 +

N∑
i=1

1

(f ia)
′(c0)
|+

∞∑
m

((j + 1)b − jb)( 1

eλ̃
)j}

=???? ≤ 3

4
+ 0.007 ≤ 0.76 = P2

So we have (H4) and (H5). Automatically (H6) is satis�ed. Finally to verify the valida-

tion of (H7) we can write

|∆+
0 (a)| = |fa(∆+)| = (δ+)2 and |∆+

i (a)| = |fa(∆+
i−1)| ≤ 4i(δ+)2
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So using the fact that |ci(a)| ≥
√
a+
√
a ≥

√
a∗ +

√
a∗, for i ≤ N0 we get

ln(
|∆+

i (a)|+ |ci(a)|
|ci(a)|

) ≤ ln(1 +
4i(δ+)2√
a∗ +

√
a∗

) ≤ 4i(δ+)2√
a∗ +

√
a∗

and therefore we obtain:

exp(sup
a∈Ω

N0−1∑
i=0

log(
|∆+

i (a)|+ |ci(a)|
|ci(a)|

) +
1

2
(

1

N0 − 1
+

1

N0

))

≤ exp(
(δ+)2√
a∗ +

√
a∗

143∑
0

4i +
1

2
(

1

143
− 1

144
))

≤ 1.57 = B

This ends the proof of Proposition.

Auxiliary constants and formal conditions

By explicit computations we then get

B1 = 1.953269467 ∗ 1021 and B2 = 1.300050448 ∗ 1021

We now recall the constants which used to �nd the bounded distortion. First

D2 =
eP2

P1

∞∑
j=0

e−λj =
eP2

P1(1− e−λ)
' 8.1
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and to �nd D3 we �rst observe that

∞∑
0

γs
1− γs

=

N0−1∑
0

γs
1− γs

+
∞∑
N0

1

s2 − 1

≤
N0−1∑

0

(
1

1− γs
− 1) +

1

2
(

1

N0 − 1
+

1

N0

)

≤
N0−1∑

0

(
1

1− 4s(δ+)2√
a∗+
√
a∗
− 1

) +
1

2
(

1

N0 − 1
+

1

N0

)

and so

D3 ' 2.9

Easily we �nd

D1 ' 11, D4 ' 1 D5 ' 4.57 D6 ' 1 ∗ 10−16 D7 ' 5 ∗ 10−15,

which all of these constants gives us

D ' 2.48
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Chapter 11

Persistence of Periodic Solutions at

Resonance of a Third Order Oscillator

11.1 Introduction

Oscillations play an important role in many physical and biological systems. The equation

˙̈x+ ω2ẋ = 0 (11.1.1)

is a linear third-order equation of an oscillator which discusses the motion of an object

on an ellipse in a three dimensional manifold. One of the most important problems is to

determine if any of the periodic solutions of the system (11.1.1) persist when subjected to

a small external periodic perturbation. These kinds of equations arise in problems related

to energy, acceleration and �uid mechanics [56], electric circuits theory [55], nonlinear

vibrations [46] and mathematical biology [45, 47, 56]. So existence of the periodic solution

for these kind of systems is of great importance. Mehri and Niksirat in [49] considered
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the nonlinear autonomous equation

˙̈x+ ω2ẋ = µF (x, ẋ, ẍ) (11.1.2)

and obtained some conditions under them the system (11.1.2) has periodic solution. Then

Rabiei and Afsharnejad in [51] studied the equation (11.1.2) and let f(x, ẋ) be Cr (r ≥ 3)

and

F (x, ẋ, ẍ) = fx(x, ẋ)ẋ+ fẋ(x, ẋ)ẍ.

They showed that if fxẋ(0, 0) 6= 0, then (11.1.2) has many periodic solutions. Later in [52]

they extended the concept of [51] for the following non-autonomous third-order di�erential

equation

˙̈x+ ω2ẋ = µF (x, ẋ, ẍ, t, ε) (11.1.3)

and showed that if

F (x, ẋ, ẍ, t, ε) = Hx(x, ẋ, t, ε)ẋ+Hẋ(x, ẋ, t, ε)ẍ+Hε(x, ẋ, t, ε)

where, H(x, ẋ, t, ε) = f(x, ẋ) + εg(x, ẋ, t) then (11.1.3) has many periodic solutions. Also

Afsharnejad and Golmakani in [54] studied the equation

˙̈x+ ω2ẋ = µF (x, ẋ, ẍ, ε) (11.1.4)

where ε is a real parameter characterizing the strength of the external driving force and

obtained some conditions for the existence of periodic solutions of the system (11.1.4).
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They assumed that if there exists a Cr - function f(x, ẋ, ε) such that

F (x, ẋ, ẍ, ε) = ẋfx(x, ẋ, ε) + ẍfẋ(x, ẋ, ε)

and fẋ(x0, ẋ0, ε0) 6= 0, then (11.1.4) has many periodic solutions. On the other hand

Chicone [41, 42, 43] considered the family of di�erential equations

ẏ = f(y) + εg(y, t, ε) y ∈ Rn, ε ≥ 0 (11.1.5)

and proved a continuation theorem for periodic orbits at resonance under some conditions

for the system (11.1.5). Also Z.Zhang and Z.Wang in [57] and P.Amster, P.De Napoli and

M.C.Mariani in [40] have been worked on the existence of periodic solutions for third-order

di�erential equations by using continuation theorem of the coincidence degree.

The concept of dimension reduction for ordinary di�erential equations is recently the

matter of much researches. In what follows we consider the three dimensional perturbed

linear oscillator

˙̈x+ ω2ẋ = µF (x, ẋ, ẍ, t, µ) (x, ẋ, ẍ) ∈ R3, µ ∈ R (11.1.6)

where F is periodic map in t with period T > 0. We moreover assume that T is at

resonance with the period of oscillation.
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11.2 Preliminaries

We here in the �rst subsection remind some preliminaries and facts in order to get the

displacement function of desired equation. Second subsedtion is devoted to explain about

the Lyapunov- Schmidt Reduction method that will being used as our main technic to

resolve our question.

11.2.1 Resonance Condition

Rewriting the system (11.1.6) as

ẋ = y, ẏ = z, ż = −ω2y + µF (x, y, z, t, µ) (11.2.1)

that X = (x, y, z) ∈ R3, then we get

Ẋ = f(X) + µg(X, t, µ) (11.2.2)

in which

f(X) =


y

z

−ω2y

 , g(X, t, µ) =


0

0

F (x, y, z, t, µ)


We assume that the unperturbed system

Ẋ = f(X) (11.2.3)

has R3 as a periodic manifold with period 2π/ω. Indeed all of the solutions of the un-

pertebed system are periodic with period 2π/ω. We moreover suppose that the map
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g(t,X, µ) is periodic with period

T := T (µ) =
M

N

2π

ω
+ kµ+O(µ2), (M,N) = 1. (11.2.4)

This last assumption on the map g(X, t, µ) implise that the periodic solutions of the

unperturbed system (11.2.3) are in (M : N) resonance with the force term g(X, t, µ) for

which NT (0) = M2π/ω is the resonance relation.

11.2.2 Fundamental Matrix

For υ ∈ R3 suppose that, function t→ X(υ, t, µ) denote the solution of the unperturbed

system (11.2.3) such that X(υ, 0, µ) = υ and let Φ(υ, t) be the principal fundamental

matrix at time t = 0 of the �rst variational equation

Ẇ = Df(X(υ, t, 0))W. (11.2.5)

we remind that, the principal fundamental matrix solution is just the partial derivative of

the solution of the original unperturbed di�erential equation with respect to υ, i.e

Φ(υ, t) = Xυ(υ, t, 0).

A simple calculation shows that the �rst variational equation (11.2.5) has a fudamental

matrix of the following form

Φ(υ, t) =


1 1

ω
sinωt 1

ω2 (1− cosωt)

0 cosωt 1
ω

sinωt

0 −ω sinωt cosωt

 . (11.2.6)
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We have the following theorem.

Theorem 11.2.1. (Variation of Constants Formula) Consider the initial value problem

ẋ = A(t)x + g(t, x), x(t0) = x0 and t → Φ(t) be a fundamental matrix solution for the

homogeneous system ẋ = A(t)x that is de�ned on some interval J0 containing t0. If

t → φ(t) is the solution of the initial value problem de�ned on some subinterval of J0,

then

φ(t) = Φ(t)Φ−1(t0)x0 + Φ(t)

∫ t

t0

Φ−1(s)g(s, φ(s))ds.

Proof. see[42, Sec.2.3]

11.2.3 Continuation of Initial Condition

For υ ∈ R3 we say that the unperturbed periodic orbit X(υ, t, 0) of unperturbed system

(11.2.3) persists if there is some µ0 > 0 and a continuous function β : (−µ0, µ0) → R3

such that β(0) = υ and X(β(µ), NT, µ) − β(µ) = 0. In this case the curve µ → β(µ)

is called a continuation of initial condition for the periodic solution. We note that the

resonance condition (11.2.4) and in particular the fact that NT (0) = M2π/ω implies that

the periodic solutions t → X(υ, t, 0) of the system (11.2.3) are also periodic with period

NT for each υ ∈ R3.

11.2.4 Displacement Function

It is obvious that the periodic solutions of (11.2.2) with period NT corresponds to zeros

of X(υ,NT, µ)− υ. The function

σ(υ, t, µ) = X(υ, t, µ)− υ (11.2.7)
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is called the displacement function of (11.2.2). Let σ(υ0, t, µ0) = 0, we call σ nondegen-

erate at (υ0, t, µ0) if rank (dσ)(υ0,t,µ0) = 3, otherwise σ is called degenerate at (υ0, t, µ0).

11.2.5 Lyapunov-Schmidt Reduction

Here we indicate the Lyapunov - Schmidt procedure from [44] which be used for reducing

of the displacement function σ. This method is explained in detail in [48]. Putting

L = (dσ)(t,υ0,0) by decomposition theorems in linear algebra we have

Rn = K ⊕K⊥, Rn = R⊥ ⊕R (11.2.8)

where K = kerL, and K⊥ denotes a complement of K in Rn with dimK = k > 0 ,

dimK⊥ = n − k. By linear algebra linear transformation L has rangeR, dimR = n − k

and suppose that R⊥ is a complement of R in Rn with dimR⊥ = k. We let π : Rn → R

denote the linear projection onto the range and π⊥ : Rn → R⊥ the complementary

projection namely π⊥ = I − π. We de�ne now

Ψ : K ×K⊥ × R→ R

Ψ(k, k′, µ) = πσ(k, k′, t, µ)

The fact that dimK⊥ = dimR = n− k result that its partial derivative

Ψk′(k0, k
′
0, 0)|K⊥ : K⊥ → R
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at (k0, k
′
0) = υ0 is an isomorphism. Using the Implicit Function Theorem there exists a

function α : K × R→ K⊥ such that

Ψ(k, α(k, µ), µ) = 0, α(k0, 0) = k′0

for su�ciently small |k−k0| and |µ|. The Lyapunov - Schmidt reduced function is de�ned

as the complementary function

ϕ : K ×R→ R⊥

ϕ(k, µ) = π⊥σ(k, α(k, µ), t, µ), ϕ(k0, 0) = 0

If there is a curve µ → β(µ) in K such that β(0) = 0 and α(β(µ), µ) = 0 then

(k0, k
′
0) is a zero of σ with the required curve of zero µ → γ(µ) in K × K⊥ given by

γ(µ) := (β(µ), α(β(µ), µ)). Of course, we will not be able to determine the existence

of the curve β by a direct application of the Implicit Function Theorem because L has

a nontrivial kernel but we may be able to apply it after a further reduction. In [44] is

indicated a reduction can be made when the displacement function has maximal rank. In

the following theorem, we suppose maximal rank of the unperturbed function is n − k,

we obtain of the curve β by using of the Implicit Function Theorem directly.

Theorem 11.2.2. we consider the displacement function σ and let rank (dσ)(υ0,t,0) be

n− k, then the zeros of the equation σ(υ, t, µ) = 0 are in one to one correspondence with

the zeros of the function

B : K → R⊥

B(k0) = π⊥σµ(k0, k
′
0, t, 0).

Proof. We consider the corresponding above the kernel K and range R of L together with
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their complements K⊥ and R⊥, the mappings π : Rn → R, π⊥ : Rn → R⊥. we de�ne

Ψ : K ×K⊥ × R→ R

Ψ(k, k′, µ) = πσ(k, k′, t, µ)

then, for each k0 ∈ K can result that Ψk′(k0, k
′
0, 0)|K⊥ : K⊥ → R at (k0, k

′
0) = υ0 is

an isomorphism. Now by using the Implicit Function Theorem there exists a function

α : K × R→ K⊥ such that

Ψ(k, α(k, µ), µ) = 0, α(k0, 0) = k′0

for su�ciently small |k − k0| and |µ|. Now we de�ne

ϕ : K × R→ R⊥

ϕ(k, µ) = π⊥σ(k, α(k, µ), t, µ), ϕ(k0, 0) = 0.

Thus, by Taylor's Theorem, we have

ϕ(k, µ) = µ(ϕµ(k, 0) +O(µ))

where

ϕµ(k, 0) = π⊥σk′(k0, k
′
0, t, 0)αµ(k0, 0) + π⊥σµ(k0, k

′
0, t, 0)

But, the range of σk′(k0, k
′
0, t, 0) is R, so the �rst term of the last formula vanishes and

we de�ne the reduced function

B : K → R⊥
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B(k0) = π⊥σµ(k0, k
′
0, t, 0).

By the above reduction, if there is a curve µ → β(µ) in K such that ϕ(β(µ), µ) = 0

and µ → γ(µ) is the curve in K × K⊥ de�ned by γ(µ) := (β(µ), ϕ(β(µ), µ)), then

σ(γ(µ), µ) = 0 and γ(0) = (β(0), 0) in K × K⊥ is a zero of σ. Therefore we can result

if k0 ∈ K is a zero of the function B such that B(k0) = 0 and DB(k0) : K → R⊥ is an

isomorphism, then (k0, k
′
0) ∈ K ×K⊥ is a zero of σ.

11.3 Nondegenerate Case

In order to desire continuation in the Nondegenerate Case, we obtain a general formula

for the displacement function by using Tylor series expansion in powers of µ and �nd the

bifurcation function then we use the Implicit Function Theorem to reduce the problem of

the persistence of resonant unperturbed periodic solutions to �nding simple zeros of the

bifurcation function. We recall that a zero of the equation

σ(υ,NT, µ) = X(υ,NT, µ)− υ (11.3.1)

corresponds to a periodic solution of the system (11.2.2) with period NT .

Lemma 11.3.1. Suppose that σ(υ,NT, µ) is the displacement function for system (11.2.2).

Then

σ(υ,NT, µ) = µΦ(υ,NT )

∫ NT

0

Φ−1(υ, s)g(X(υ, s, 0), s, 0)ds+O(µ2)

Proof. We write the Taylor expansion (MC Lourant), at µ = 0, of the right hand expres-
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sion of (11.3.1) as following

X(υ,NT, µ)− υ = (X(υ,NT, 0)− υ) + µXµ(υ,NT, 0) +O(µ2)

where, Xµ is the derivative of X with respect to µ. So the fact X(υ,NT, 0) = υ implies

that

σ(υ,NT, µ) = µXµ(υ,NT, 0) +O(µ2) (11.3.2)

On the other hand di�erentiating (11.2.2) with respect to µ, gives us

Ẋµ = Df(X(υ, t, 0))Xµ + g(υ, t, µ) + µ(DXg(υ, t, µ).Xµ +
∂g

∂µ
(υ, t, µ))

and so by putting µ = 0 in the above formula we get

Ẋµ(υ, t, 0) = Df(X(υ, t, 0))Xµ(υ, t, 0) + g(X(υ, t, 0), t, 0)

so the function t→ Xµ(υ, t, 0) is the solution of the variation equation

ẇ = Df(X(υ, t, 0))w + g(X(υ, t, 0), t, 0) , w(0) = 0

By theorem (11.2.1), the solution of this equation is

Xµ(υ, t, 0) = Φ(υ, t)

∫ t

0

Φ−1(υ, s)g(X(υ, s, 0), s, 0)ds (11.3.3)

and now substituting (11.3.3) in (11.3.2) and putting t = NT we get the statement.

Corollary 11.3.2. By de�nition of displacement function (11.2.7) we know that the zeros

of σ(υ,NT, µ) are correspond to the periodic solutions of (11.1.5). So a straightforward
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application of Lemma 11.3.1 and plugging Φ(υ, t) and Φ−1(υ, t) from (11.2.6) we have

σ(υ,NT, µ) = µ


1
ω2

∫ NT
0

(1− cos(ωt))F (X(υ, t, 0), t, 0)dt

1
ω

∫ NT
0

sin(ωt)F (X(υ, t, 0), t, 0)dt∫ NT
0

cos(ωt)F (X(υ, t, 0), t, 0)dt

+O(µ2)

Theorem 11.3.3. Suppose that in the system (11.1.6), the term F (x, ẋ, ẍ, t, µ) is periodic

in t and satis�es the resonance condition (11.2.4). If the bifurcation function

υ → Xµ(υ,NT, 0) (11.3.4)

has a simple zero at υ0 ∈ R3, then X(υ0, t, 0) persists. In particular this implies that

X(υ0, t, µ) is a periodic solution of (11.1.6) for small µ 6= 0.

Proof. we de�ne the function

Ψ : R3 × R→ R3

(υ, µ)→ Xµ(υ,NT, 0)

let υ0 be a simple zero of Xµ(υ,NT, 0), then Ψ(υ0, 0) = 0 and det(∂Ψ
∂υ
|υ0) 6= 0. There-

fore by the Implicit Function Theorem there is a function µ → υ(µ) de�ned for µ in a

neighborhood of µ = 0 such that Ψ(υ(µ), µ) = 0 and υ(0) = υ0 and completes the proof.

Example 11.3.4. We consider the equation

˙̈x+ ẋ = µ(x2 + x sin t) (11.3.5)

A simple computation shows that all the orbits of (11.3.5) are periodic with period 2π,
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and the solution of the unperturbed system at an initial point ξ = (x, y, z) is as following:

X(ξ, t, 0) = (−z cos t+ y sin t+ x+ z, z sin t+ y cos t, z cos t− y sin t)

We observe that the function F (x, ẋ, ẍ, t, µ) = (x2 + x sin t) is also periodic with period

2π. This in particular implies that it is at resonance with the unperturbed system and

M = N = 1. A simple calculation, using the de�nition of Xµ(υ,NT, 0) in (11.4.3), gives

us

Xµ(ξ, 2π, 0) = π(2x2 + y + y2 + 6xz + 5z2,−x− 2xy − z − 2yz,−2(xz + z2))

So, di�erentiating it we get

DXµ(ξ, 2π, 0) =


π(4x+ 6z) π(1 + 2y) π(6x+ 10z)

−π(1 + 2y) −π(2x+ 2z) −π(1 + 2y)

−2πz 0 −2π(x+ 2z)


and then a straightforward calculation results that detDXµ(ξ, 2π, 0) = −2π3x+16π3x3−

8π3xy − 8π3xy2 − 2π3z + 48π3x2z − 8π3yz − 8π3y2z + 40π3xz2 + 8π3z3. Letting ξ0 =

(x0, y0, z0) = (
√

1
8
,−1

2
, 0) we have

Xµ(ξ0, 2π, 0) =


0

0

0

 , DXµ(ξ0, 2π, 0) = π

√
1

8


4 0 6

0 −2 0

0 0 −2


Thus ξ0 is a simple zero of Xµ(υ, 2π, 0) since DXµ(ξ0, 2π, 0) = π3/

√
2 6= 0. Therefore by

applying Theorem 11.3.3 the equation (11.3.5), for |µ| small enough, has a one-parameter
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family of periodic solutions around ξ0.

11.4 Degenerate case

We suppose here that rank(dσ)(t,υ0,0) = 2 and so as like as previous section we can not use

the Implicit Function Theorem directly. By [41] we can obtain the bifurcation equation

for degenerate case by helping an extension of the bifurcation equations for nondegenerate

case and use the Lyapanov-Schmidt procedure to �nding the bifurcation function, thus

the �rst we will �nd a new formula for the displacement function. To simplify the notation

we let

Y (υ, s) := Φ−1(υ, s)[D2f(X(υ, t, 0))X2
µ(υ, t, 0)

+2(DXg(X(υ, s, 0), s, 0).Xµ(υ, s, 0) +
∂g

∂µ
(X(υ, s, 0), t, 0))] (11.4.1)

Lemma 11.4.1. Suppose that we have the displacement function σ de�ned in section 2,

then

σ(υ,NT, µ) = µΦ(υ,NT )

∫ NT

0

Φ−1(s)g(X(υ, s, 0), s, 0)ds

+
µ2

2
Φ(υ,NT )

∫ NT

0

Y (s)ds+O(µ3)

that

Proof. The Taylor series of σ(υ,NT, µ) at µ = 0 is

σ(υ,NT, µ) = (X(υ,NT, 0)− υ) + µXµ(υ,NT, 0) (11.4.2)

+
µ2

2
Xµµ(υ,NT, 0) +O(µ3)
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By di�erentiating from the equation (11.2.2) with respect to the parameter µ, we have

Ẋµ(υ, t, µ) = Df(X(υ, t, µ))Xµ(υ, t, µ) + g(X(υ, t, µ), t, µ)

+µ(DXg(X(υ, t, µ), t, µ).Xµ(υ, t, µ) +
∂g

∂µ
(X(υ, t, µ), t, µ))

and twice di�erentiating from the equation (11.2.2) with respect to the parameter µ,

gives us

Ẋµµ(υ, t, µ) = Df(X(υ, t, µ))Xµµ(υ, t, µ) +D2f(X(υ, t, µ))X2
µ(υ, t, µ)

+DXg(X(υ, t, µ), t, µ).Xµ(υ, t, µ) +
∂g

∂µ
(X(υ, t, µ), t, µ)

+DXg(X(υ, t, µ), t, µ).Xµ(υ, t, µ) +
∂g

∂µ
(X(υ, t, µ), t, µ) + µHµ

in which

Hµ =
∂

∂µ
(DXg(X(υ, t, µ), t, µ).Xµ(υ, t, µ) +

∂g

∂µ
(X(υ, t, µ), t, µ))

Now putting µ = 0,

Ẋµµ(υ, t, 0) = Df(X(υ, t, 0))Xµµ(υ, t, 0)+D2f(X(υ, t, 0))X2
µ(υ, t, 0)

+2(DXg(X(υ, t, 0), t, 0).Xµ(υ, t, 0) +
∂g

∂µ
(X(υ, t, 0), t, 0))

so the function t→ Xµµ(υ, t, 0) is the solution of the variation equation
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ẇ = Df(X(υ, t, 0))w +D2f(X(υ, t, 0))X2
µ(υ, t, 0)

+2(DXg(X(υ, t, 0), t, 0).Xµ(υ, t, 0) +
∂g

∂µ
(X(υ, t, 0), t, 0))

and w(0) = 0, hence we can write

Xµµ(υ, t, 0) = Φ(υ, t)(

∫ t

0

Φ−1(υ, s)[D2f(X(υ, t, 0))X2
µ(υ, t, 0)

+2(DXg(X(υ, s, 0), s, 0).Xµ(υ, s, 0) +
∂g

∂µ
(X(υ, s, 0), t, 0))]ds)

Therefore by replacing Xµ and Xµµ in (11.4.2) the proof is completed.

Theorem 11.4.2. Suppose that in the system (11.1.6), the term F (x, ẋ, ẍ, t, µ) is periodic

in t and satis�es the resonance condition (11.2.4). If the bifurcation function

υ → π⊥(Xµ(υ,NT, 0) +
µ

2
Xµµ(υ,NT, 0)) (11.4.3)

has a simple zero at υ0 ∈ R3, then X(υ0, t, 0) persists.

Proof. we de�ne the function

Ψ : R3 × R→ R⊥

(υ, µ)→ π⊥(Xµ(υ,NT, 0) +
µ

2
Xµµ(υ,NT, 0))

let υ0 be a simple zero ofXµ(υ,NT, 0)+µ
2
Xµµ(υ,NT, 0), then Ψ(υ0, 0) = 0 and det(∂Ψ

∂υ
|υ0) 6=

0. Therefore by the implicit function theorem there is a function µ→ υ(µ) de�ned for µ

in a neighborhood of µ = 0 such that Ψ(υ(µ), µ) = 0 and υ(0) = υ0 and completes the
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proof.

Example 11.4.3. : Consider the system

˙̈x+ ẋ = µ(−x2 + ẋ cos t) (11.4.4)

Here F (t, x, ẋ, ẍ, µ) = (−x2 + ẋ cos t) is periodic with period 2π, and the solution of

the unperturbed system is


−z cos t+ y sin t+ x+ z

z sin t+ y cos t

z cos t− y sin t


which is periodic with period 2π, so M = N = 1. By direct computation we have

Xµ(2π, x, y, z, 0) =


−π(2x2 − y + y2 + 6xz + 5z2)

2π(xy + yz)

2π(xz + z2)


So

DXµ(2π, x, y, z, 0) =


−π(4x+ 6z) −π(−1 + 2y) −π(6x+ 10z)

2πy 2π(x+ z) 2πy

2πz 0 2π(x+ 2z)


We see that

Xµ(2π,
1

2
,
1

2
,−1

2
, 0) =


0

0

0


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and

DXµ(2π,
1

2
,
1

2
,−1

2
, 0) =


π 0 2π

π 0 π

−π 0 −π


Then rank(DXµ(2π, 1

2
, 1

2
,−1

2
, 0)) = 2, and

Xµµ =


4π2(4x3 + 18x2z + 3y2z + 15z3 − 3xy + 2xy2 + 28xz2 − 4yz)

4π2(−2x2y + y2 − y3 − 6xyz − 5yz2)

4π2(−2x2z + yz − zy2 − 6xz2 − 5z3 + xy + yz)



So

DXµµ(2π, x, y, z, 0) =
(

∂X1
µµ

x

∂X2
µµ

y

∂X3
µµ

z

)

,

∂X1
µµ

x
=


4π2(12x2 − 3y + 2y2 + 36xz + 28z2)

4π2(−4xy − 6yz)

4π2(−4xz − 6z2 + y)



∂X2
µµ

y
=


4π2(−3x+ 4xy − 4z + 6zy)

4π2(−2x2 + 2y − 3y2 − 6xz − 5z2)

4π2(z − 2zy + x+ z)


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∂X3
µµ

z
=


4π2(18x2 + 56xz − 4y + 3y2 + 45z2)

4π2(−6xy − 10yz)

4π2(−2x2 + y − y2 − 12xz − 15z2 + y)


thus

DXµµ(2π,
1

2
,
1

2
,−1

2
, 0) =


0 0 2π2

2π2 0 4π2

0 0 −2π2


then rank(DXµµ(2π, 1

2
, 1

2
,−1

2
, 0)) = 2 and we have

rank(Dσ(2π,
1

2
,
1

2
,−1

2
, 0)) = 2

Since ∂σ
∂x

(1
2
, 1

2
,−1

2
, 2π, 0) 6= 0 , ∂σ

∂z
(1

2
, 1

2
,−1

2
, 2π, 0) 6= 0 and ∂σ

∂y
(1

2
, 1

2
,−1

2
, 2π, 0) = 0, then

by using the Implicit Function theorem we have x = h1(y, µ) and z = h2(y, µ) in a

su�ciently small neighborhood of the point (1
2
, 1

2
,−1

2
, 2π, 0) such that 1

2
= h1(1

2
, 0), −1

2
=

h2(1
2
, 0) and σ(h1(y, µ), y, h2(y, µ)2π, , µ) = 0.
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